KRISHNA UNIVERSITY

Course Structure and Syllabus for M.Sc., Course

(Regulation: R2012)

1

Title of the Course

M.Sc., Computer Science

2 Duration of the course 2 years (Four semesters)

3 Eligibility criteria for

admission

The candidate seeking admission in to M.Sc., Computer Science

course should have passed a Bachelor’s Degree examination not less

than three years duration in any discipline with mathematics at 10+2

level or should have passed Bachelor’s Degree Examination not less

than three years duration in any discipline with Mathematics as one

of the subjects.

4 Level of the Course

Postgraduate

5 Mode of Admission

The mode of admission is through KRUCET conducted by Krishna

University.

6 Objectives of the

course

The Objective of M.Sc., Computer Science course is to impart

knowledge and training in the recent advancements and modern

trends and technologies in the field of computer applications with

aim to develop working knowledge about computers effectively in

developing commercial and scientific applications.

7 Course Requirement

The course shall include Theory papers, Labs, Assignments,

Communication Skills, Test and Practicals.

8 Number of working

days

In each semester at least ninety working days (15 weeks of six

working days) must be dedicated for theory classes, practical classes

and seminars.
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ANNEXURE- 1

COURSE STRUCTURE AND SYLLABUS

M.Sc., Computer Science

SEMESTER-I

S. No

Subject

Code

Name of the Subject

Internal

Marks

External

Marks

Total

Marks

No. of

Hours/week

1. MCS 101 Object Oriented

Programming Systems

20

80

100

4

2. MCS 102 Computer Organization

20

80

100

4

3. MCS 103 Discrete Mathematical

Structures

20

80

100

4

4. MCS 104 Database Management

Systems

20

80

100

4

5. MCS 105 Operations Research

20

80

100

4

6. MCS 106 Oops lab

50

50

100

6

7. MCS 107 DBMS Lab

50

50

100

6

8. MCS 108 Personal Software

Process Lab

50

--

50

3

Total

250

500

750

35

SEMESTER-II

S.No

Subject

Code

Name of the Subject

Internal

Marks

External

Marks

Total

Marks

No. of

Hours/

week

1. MCS 201

Data Communications

20

80

100

4

2. MCS 202

Data Structures

20

80

100

4

3. MCS 203

Theory of Computation

20

80

100

4

4. MCS 204

Computer Graphics

20

80

100

4

5. MCS 205

Operating Systems

20

80

100

4

6. MCS 206

Data Structures Lab

50

50

100

6

7. MCS 207

Operating Systems Lab

50

50

100

6

8. MCS 208

Technical Report

Writing

50

--

50

3

Total

250

500

750

35
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SEMESTER-III

S.No

Subject

Code

Name of the

Subject

Internal

Marks

External

Marks

Total

Marks

No. of

Hours/week

1. MCS 301

Compiler Design

20

80

100

4

2. MCS 302

Design and Analysis

of Algorithms

20

80

100

4

3. MCS 303

Computer Networks

20

80

100

4

4. MCS 304

Software

Engineering

20

80

100

4

5. MCS 305.1 Image Processing

20

80

100

4

MCS305.2 Cryptography and

Network Security

6. MCS 306

Software

Engineering Lab

50

50

100

6

7. MCS 307

Computer Networks

Lab

50

50

100

6

8. MCS 308

Communication

Skills

50

--

50

3

Total

250

500

750

35

SEMESTER-IV

S.No Subject

Code

Name of the Subject

Internal

Marks

External

Marks

Total

Marks

No. of

Hours/

week

1. MCS 401

Web Technologies

20

80

100

4

2. MCS 402

Artificial Intelligence

20

80

100

4

3.

MCS 403.1

Grid Computing

20

80

100

4

MCS403.2

Mobile Computing

4. MCS 404

Web Technologies Lab

50

50

100

4

5. MCS405

Project Work and Seminar

75

75

150

Total

185

365

550
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Passing Standards for PG Professional Courses

Course: M.Sc.(Computer Science)

S. No

Name of the Course

Total Marks

Paper Minimum

required for pass

when secured

aggregate 50%

Paper Minimum

required for pass

when not secured

aggregate 50%

External Internal External

Total

(External

+

Internal)

External

Total

(External

+

Internal)

1

Theory(T)

70%

30%

40%

40%

40%

50%

2

Practical(P)

70%

30%

50%

50%

NA

NA

3

Project Work(PW)

100%

0%

50%

50%

NA

NA

4

Seminar/ Soft skill(s)

0%

100%

0%

50%

NA

NA
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DETAILED

SYLLABUS
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 101: Object Oriented Programming Systems

Details of the syllabus

Unit 1 Object Oriented Programming: Introduction to OOP, Objects and Classes,

Characteristics of OOP, Difference between OOP and Procedure Oriented Programming.

Introduction to Java Programming: Introduction, Features of Java, Comparing Java

and other languages, Applications and Applets, Java Development Kit, More Complex

Programs, Java Source file structure, Prerequisites for Compiling and Running Java

Programs.

Unit 2 Java Language Fundamentals: The building Blocks of Java, Data types, variable

declarations, wrapper classes, Operators and Assignment, Control structures, Arrays,

Strings, The String Buffer Class.

Java as an OOP Language: Defining classes, Modifiers, Packages, Interfaces.

Unit 3 Exception Handling: Introduction, Basics of Exception Handling in Java, Exception

Hierarchy, Constructors and Methods in Throwable class, Unchecked and Checked

Exceptions, Handling Exceptions in Java, Exception and Inheritance, Throwing User-

defined Exceptions, Redirecting and Rethrowing Exceptions, Advantages of Exception –

Handling Mechanism.

Multithreading: An Overview of Threads, Creating Threads, Thread Life–cycle, Thread

Priorities and Thread Scheduling, Thread Synchronization, Daemon Threads, Thread

groups, Communication of Threads.

Unit 4 Files and I/O Streams: An Overview of I/O streams, Java I/O, File Streams,

FileInputStream and FileOutputStream, Filter streams, RandomAccessFile, Serialization.

Applets: Introduction, Java applications versus Java Applets, Applet Life-cycle,

Working with Applets, The HTML Applet Tag.

Database Handling Using JDBC: An Overview of DBMS, JDBC Architecture,

Working with JDBC

Unit 5 Servlets: Introduction, How to run servlets, The Life–cycle of the servlet, servlet API,

Multitier Applications using JDBC from a servlet.

Networking and Remote Method Invocation: Introduction to Networking,

Understanding Ports, Networking Classes in JDK, Introduction to RMI, RMI

Architecture – Implementing Remote class and interface – security.
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Text books

Author

Title

Publisher

1 P. Radha Krishna

Object Oriented Programming

through Java

Universities Press (2008)

Chapters:1,2,3,4,5,6.1-

6.5,6.7,6.8,7,8.1-8.5,9.1-

9.3,12.1-12.5, 13

Reference books

Author

Title

Publisher

1 Cay S. Horstmann

Gray Cornell

CoreJava ,Volume 1 Fundamentals Eighth Edition, Pearson

Education

2 E.Balagurusamy

Programming with Java

3e, TMH (2007)

3 H.M.Deitel,

P.J.Deitel

Java How to Program

Sixth Edition, Pearson

Education (2007)

4 Debasish Jana

Java and Object Oriented

Programming Paradigm

PHI (2005).

5 ISRD Group

Introduction to Object Oriented

Programming through Java

TMH (2007).

Page 8

KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 102: Computer Organization

Details of the syllabus

Unit 1

Digital Logic Circuits: Digital Computers, Logic Gates, Boolean Algebra, Map

Simplification, Combinational Circuits, Flip-flops, Sequential Circuits.

Digital Components: Integrated Circuits, Decoders, Multiplexers, Registers,

Shift Registers, Binary Counters, Memory Unit.

Data Representation: Data types, Complements, Fixed-Point Representation,

Floating-Point Representation, Other Binary Codes, Error Detection Codes.

Unit 2

Register Transfer and Microoperations: Register Transfer Language, Register

Transfer, Bus & Memory Transfers, Arithmetic Microoperations, Logic

Microoperations, Shift Microoperations, Arithmetic Logic Shift Unit.

Basic Computer Organization and Design: Instruction Codes, Computer

Registers, Computer Instructions, Timing and Control, Instruction Cycle,

Memory-Reference Instructions, Input-output Interrupt.

Unit 3

Microprogrammed Control: Control Memory, Address Sequencing,

Microprogram Example, Design of Control Unit.

Central Processing Unit: General Register Organization, Stack Organization,

Instruction Formats, Addressing Modes, Data Transfer and Manipulation,

Program Control.

Unit 4

Computer Arithmetic: Introduction, Addition and Subtraction, Multiplication

Algorithm, Floating-Point Arithmetic Operations, Decimal Arithmetic Unit,

Decimal Arithmetic Operations.

Unit 5

Input-Output Organization: Peripheral Devices, Input-Output Interface,

Asynchronous Data Transfer, Modes of Transfer, Priority Interrupt.

Memory Organization: Memory Hierarchy, Main Memory, Auxiliary Memory,

Associative Memory, Cache Memory.
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Text books

Author

Title

Publisher

1 M. Morris Mano

Computer System Architecture

3rd Edition, Pearson Education

(2008).

Chapters : 1, 2, 3, 4, 5.1 to

5.7, 7, 8.1 to 8.7, 10.2 to 10.5,

11.1 to 11.5, 12.1 to 12.5

Reference books

Author

Title

Publisher

1 V. Rajaraman, T.

Radha Krishnan

Computer Organization and

Architecture

PHI

2 Behrooz Parhami Computer Architecture

Oxford (2007)

3 ISRD group

Computer Organization

ace series, TMH (2007)

4 William Stallings

Computer Organization and

Architecture – Designing for

Performance

Pearson Education (2005)

5 P.Chakraborty

Computer Architecture and

Organization

Jaico Books (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 103: Discrete Mathematical Structures

Details of the syllabus

Unit 1

The Foundations: Logic and Proofs: Propositional Logic – Propositional

Equivalences – Predicates and Quantifiers – Nested Quantifiers – Rules of

Inference – Introduction to Proofs – Proof Methods and Strategy.

Basic Structures: Sets, Functions, Sequences and Sums: Sets – Set Operations

– Functions – Sequences and Summations.

The Fundamentals : Algorithms , The Integers and Matrices: Algorithms –

The Growth of Functions – Complexity of Algorithms – The Integers And

Divisions – Primes and Greatest Common Divisors – Integers and Algorithms –

Applications of Number Theory – Matrices.

Unit 2

Introduction and Recursion : Mathematical Induction – Strong Induction and

Well-Ordering – Recursive Definitions and Structural Induction – Recursive

Algorithms – Program Correctness.

Counting: The Basics of Counting – The Pigeon Hole Principle – Permutations

and Combinations – Binomial Coefficients – Generalized Permutations and

Combinations – Generating Permutations and Combinations.

Unit 3

Advanced Counting Techniques: Recurrence Relations – Solving Linear

Recurrence Relations – Divide and Conquer Algorithms and Recurrence

Relations – Generating Functions – Inclusion – Exclusion – Applications of

Inclusion & Exclusion.

Relations : Relations and Their Properties – n-ary Relations and Their

Applications – Representing Relations – Closures of Relations – Equivalence

Relations – Partial Orderings.

Unit 4

Graphs: Graphs and Graph Models – Graph Terminology and Special Types of

Graphs – Representing Graphs and Graph Isomorphism’s – Connectivity – Euler

and Hamilton Paths – Shortest Path Problems – Planar Graphs - Graph Coloring.

Unit 5

Trees: Introduction to Trees – Applications of Trees – Tree Traversal – Spanning

Trees – Minimum Spanning Trees.

Boolean Algebra: Boolean Functions – Representing Boolean Functions –

Logic Gates – Minimization of Circuits.
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Text books

Author

Title

Publisher

1 Kenneth H Rosen

Discrete Mathematics and its

Applications

6thEdition, McGraw-Hill (2007)

Chapters(1-10)

Reference books

Author

Title

Publisher

1 Ralph P. Grimaldi,

B.V. Ramana

Discrete and Combinational

Mathematics

5th

Edition, Pearson

Education (2008).

2 Swapan Kumar

Sarkar

A Text Book of Discrete

Mathematics

S.Chand (2008)

3 D.S.Malik and

M.K.Sen

Discrete Mathematical Structures

Thomson (2006)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 104: Database Management Systems

Details of the syllabus

Unit 1

Databases and Database Users: Introduction, Characteristics of the Database

Approach, Actors on the Scene, Workers behind the scene, Advantages of the using

the DBMS Approach.

Database System Concepts and Architecture: Data Models, Schemas and

Instances, Three Schema architecture and Data Independence, Database Languages

and Interfaces, Centralized and Client/Server Architecture for DBMS, Classification

of Database Management Systems.

Data Modeling Using the ER Model: Conceptual Data models, Entity Types, Entity

Sets, Attributes and Keys, Relationship types, Relationship sets, roles and structural

Constraints, Weak Entity types, Relationship Types of Degree Higher than Two,

Refining the ER Design for the COMPANY Database.

The Enhanced Entity-Relationship Model: Sub classes, Super classes and

Inheritance, Specialization and Generalization, Constraints and Characteristics of

Specialization and Generalization Hierarchies, Modeling of Union Types using

Categories, An Example University ERR Schema, Design Choices and Formal

Definitions.

Unit 2

The Relational Data Model and Relational Database Constraints: Relational

Model Concepts, Relational Model Constraints and Relational Database Schemas,

Update Operations, Transactions and Dealing with Constraint Violations.

The Relational Algebra and Relational Calculus: Unary Relational Operations:

SELECT and PROJECT, Relational Algebra Operations from set Theory, Binary

Relational Operations: JOIN and DIVISION, Additional Relational Operations,

Examples, The Tuple Calculus and Domain Calculus.

SQL-99: Schema Definition, Constraints, Queries and Views: SQL Data

Definitions and Data Types, Specifying Constraints in SQL, Schema Change

Statements on SQL, Basic Queries in SQL, More Complex SQL Queries, INSERT,

DELETE and UPDATE statements in SQL, Triggers and Views.
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Unit 3

Functional Dependencies and Normalization for Relational Databases: Informal

Design Guidelines for Relation Schemas, Functional dependencies, Normal Forms

Based in Primary Keys, General Definitions of Second and Third Normal Forms,

Boyce-Codd Normal Form.

Relational Database Design Algorithms and Further Dependencies: Properties of

Relational Decompositions, Algorithms fro Relational Database Schema Design,

Multivalued Dependencies and Fourth Normal Form, Join Dependencies and Fifth

Normal Form, Inclusion Dependencies, Other Dependencies and Normal Forms.

Unit 4

Disk Storage, Basic File Structures and Hashing: Introduction, Secondary Storage

Devices, Buffering of Blocks, Placing file Records on Disk, Operations on Files,

Files of Unordered Records, Files of Ordered Records, Hashing Techniques, Other

Primary File Organizations, Parallelizing Disk Access using RAID Technology.

Indexing Structures for Files: Types of Single-Level Ordered Indexes, Multilevel

Indexes, Dynamic Multilevel Indexes Using B-Trees and B+ Trees, Indexes on

Multiple Keys, Other Types of Indexes.

Unit 5

Introduction to Transaction Processing Concepts and Theory: Introduction to

Transaction Processing, Transaction and System Concepts, Desirable Properties of

Transactions, Characterizing Schedules Based on Recoverability, Characterizing

schedules Based on Serializability.

Concurrency Control Techniques: Two Phase Locking Techniques for

Concurrency Control, Concurrency Control Based on Timestamp Ordering,

Multiversion Concurrency control techniques, Validation concurrency control

Techniques, Granularity of Data Items and multiple Granularity Locking.

Distributed Databases and Client Server Architectures: Distributed Database

Concepts, Data Fragmentation, Replication, and allocation Techniques for

Distributed Database Design, Types of Distributed Database Systems, An Overview

if 3 Tier Client Server Architecture.
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Text books

Author

Title

Publisher

1 Elmasri.R and

Navathe.S

Fundamentals of Database Systems.

Pearson Education (2007)

Chapters: 1.1 to 1.6, 2, 13.1

to 13.10, 14, 3.1 to 3.6, 3.9,

4.1 to 4.5, 5, 6, 8, 10, 11, 17,

18.1 to 18.5, 25.1 to 25.3,

25.6

Reference books

Author

Title

Publisher

1 Peter Rob, Carlos

Coronel

Database Systems– Design,

Implementation and Management

Eigth Edition, Thomson

(2008)

2 C.J. Date, A.Kannan,

S.Swamynathan

An Introduction to Database

Systems

VII Edition Pearson

Education (2006).

3 Raman A Mata –

Toledo, Panline K.

Cushman

Database Management Systems

Schaum’s Outlines, TMH

(2007)

4 Steven Feuerstein

Oracle PL/SQL – Programming

10th Anniversary Edition,

OREILLY (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 105: Operations Research

Details of the syllabus

Unit 1

Linear Programming: Introduction, Formulation, Graphical Solution for two

variable Problem, General formulation of L.P.P, Slack and Surplus variables,

Simplex Method, Artificial Variable Techniques.

Unit 2

Transportation Problem: Introduction, N-W corner Method, Matrix minima

method, Vogel’s Approximation Method, MOD Method (U-V Method),

Assignment Problem.

Unit 3

Game Theory: Introduction, Pure Strategy, Mixed Strategy, Two – person zero

sum game, MINIMAX- MAXIMIN Criteria, Game with Saddle point, Game

without Saddle point – solution of 2x2 game Dominance, Graphical Method For

2xn and mx2.

Unit 4

Deterministic Inventory Models: Introduction, Concept of Economic ordering

quality (EOQ), the EOQ model without shortage, economic lot size with finite

rate of Replenishment, The EOQ model with shortages, the production lot size

model with shortage.

Unit 5

Project Management: Introduction, Network diagram representation, Rules,

forward pass computation, Backward pass computation, float and slack times,

Critical path, Project – Evaluation and Review Technique (PERT).

Text books

Author

Title

Publisher

1 S.D. Sharma

Operations Research

Kedar Nath Ram Nath &

Co.

Reference books

Author

Title

Publisher

1 Belly E. Gillett

Introduction to Operations Research

- A computer-oriented algorithmic

approach

TMH (2008)

2 J K Sharma

Operation Research theory and

applications

Third edition, McMillan
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 201: Data Communications

Details of the syllabus

Unit 1

Introduction – Data Communications, Networks, Protocols and Standards and

Standards Organizations

Basic Concepts – Line Configuration, Topology, Transmission mode, Categories

of Networks, Internetworks

The OSI Model – Layered Architecture, Functions of the Layers

Signals – Analog and Digital Signals, Aperiodic and Periodic Signals

Unit 2

Encoding – Digital to Digital Encoding, Analog to Digital Encoding, Digital to

Analog Encoding, Analog to Analog Encoding

Transmission of Digital Data: Interfaces and Modems – Digital Data

Transmission, DTE-DCE Interface, Other Interface Standards, Modems

Transmission Media – Guided media and Unguided media

Unit 3

Multiplexing – Many to One/One to Many, Types of multiplexing, The

telephone system

Error Detection and Correction – Types of Errors, Detection, Error Correction

Data Link Control – Line Discipline, Flow Control, Error Control

Unit 4

Data Link Protocols – Asynchronous and Synchronous protocols, Character

oriented and bit-oriented protocols

Local Area Networks – Project 802, Ethernet, Token Bus, Token Ring, FDDI

Metropolitan Area Networks – IEEE 802.6, SMDS

Unit 5

Switching – Circuit Switching, Packet Switching, Message Switching, Network

layer

ISDN – Services, History, Subscriber access to the ISDN, ISDN layers,

Broadband ISDN

Networking and Internetworking Devices – Repeaters, Bridges, Routers,

Gateways, Routing Algorithms
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Text books

Author

Title

Publisher

1 Introduction to Data

Communications and

Networking

Behrouz Forouzan

Tata McGraw-

Hill Edition

Reference books

Author

Title

Publisher

1 Behrouz A Forouzan

Data Communications

and Networking

McGraw Hill

4th Edition
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 202: Data Structures

Details of the syllabus

Unit 1 Introduction and Overview- Elementary Data Organization, Data Structures, Data

Structure Operations, Algorithms: Complexity, Time-Space Tradeoff

Preliminaries-Mathematical Notation and Functions, Algorithmic Notation, Control

Structures, Complexity of Algorithms. Other Asymptotic Notations, Sub algorithms,

Variables, Data Types

Unit 2 String Processing – Storing Strings, Character Data Type, String Operations, Word

Processing, Pattern Matching Algorithms

Arrays, Records and Pointers – Linear Arrays, Representation and Traversing Linear

Arrays, Inserting and Deleting, Bubble Sort, Linear Search, Binary Search,

Multidimensional Arrays, Pointer Arrays, Record Structures, Representation of records

in memory, Parallel Arrays, Matrices, Sparse Matrices

Unit 3 Linked Lists – Representation, Traversing, Searching, Memory Allocation: Garbage

Collection, Insertion, Deletion, Header Linked Lists, Two-Way Lists

Stacks, Queues, Recursion- Stacks, Array representation, Linked List representation,

Arithmetic Expressions; Polish notation, Quick sort, Recursion, Towers of Hanoi,

Implementation of recursive procedures by stacks, Queues, Linked representation of

Queues, Deques, Priority Queues

Unit 4 Trees- Binary trees, Representing and traversing binary trees, Traversal algorithms using

stacks, Header nodes, Binary Search Trees, Searching, Insertion and Deletion in Binary

Search Trees, AVL Search Trees, Insertion and Deletion in AVL trees, m-way search

trees, searching, insertion and deletion in m-way search tree, B Trees, searching,

insertion and deletion in a B-tree, Heap: Heap Sort, Huffman’s Algorithms, General

Trees

Unit 5 Graphs- Terminology, Sequential representation of Graphs, Warshall’s Algorithm,

Linked representation of Graphs, Operations on Graphs, Traversing a Graph,

Topological Sorting

Sorting and Searching- Insertion Sort, Selection sort, Merging, Merge sort, Radix sort,

Searching and Data modification, Hashing
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Text books

Author

Title

Publisher

1 Seymour Lipschutz Data Structures

McGraw Hill

(Schaum’s Outlines)

Reference books

Author

Title

Publisher

1 Seymour

Lipschutz

Theory and Problems of Data

Structures

McGraw Hill

(Schaum’s Outlines)

2 Aho, Hopcroft &

Ullman

Data Structures & Algorithms

3 M.A.Weiss

Data Structures & Algorithms in C Addison Wisley
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 203: Theory of Computation

Details of the syllabus

Unit 1

Automata: The Methods and the Madness, Finite Automata.

Unit 2

Regular Expressions and Languages, Properties of Regular Languages

Unit 3

Context-Free Grammars and Languages, Pushdown Automata

Unit 4

Properties of Context-Free Languages, Introduction to Turing Machines.

Unit 5

Undecidability

Text books

Author

Title

Publisher

1 J.E. Hopcroft,

Rajeev Motwani and

J.D.Ullman

Introduction to Automata Theory,

Languages and Computation

Pearson Education

(2nd edition)

Reference books

Author

Title

Publisher

1 Daniel I.A.Cohen

Introduction to Computer

Theory

2 Peter Linz

Theory of Computation
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 204: Computer Graphics

Details of the syllabus

Unit 1

Overview of Computer Graphics: Video Display Devices, Raster Scan

Displays, Random Scan Displays, Color CRT Monitors, Direct View Storage

Tubes, Flat Panel Displays, Raster Scan Systems, Random Scan Systems, Input

Devices.

Graphical User Interfaces and Interactive Input Methods: The User

Dialogue, Windows and Icons, Input of Graphical Data, Input Functions

Unit 2

Output Primitives: Points and Lines, Line-Drawing Algorithms: DDA

Algorithm, Bresenham’s Line Algorithm, Line Function, Circle Generation

Algorithms, Ellipse Generation Algorithms

Unit 3

Attributes of output Primitives: Line Attributes, Color and GrayScale levels,

Area Fill Attributes, Character Attributes, Bundled Attributes, Antialiasing.

Unit 4

Two Dimensional Geometric Transformations: Basic Transformations, Matrix

Representation and Homogenous Coordinates, Composite Transformations,

Other Transformations.

Two Dimensional Viewing: The Viewing pipeline, Viewing Coordinates

Reference Frame, Window to Viewport Coordinate Transformations, Two

Dimensional Viewing Functions, Clipping Operations, Point Clipping, Line

Clipping: Cohen-Sutherland Line Clipping, Polygon Clipping: Sutherland-

Hodgeman Polygon Clipping, Curve Clipping, Text Clipping, Exterior Clipping.

Unit 5

Three Dimensional Concepts: Three Dimensional Display Methods.

Three Dimensional Object Representations: Polygon Surfaces, Quadric

Surfaces, Superquadrics.

Three Dimensional Geometric and Modeling Transformations: Translation,

Rotation, Scaling, Other Transformations, Composite Transformations, Three

Dimensional Transformation Functions.

Three Dimensional Viewing: Viewing pipeline, Viewing Coordinates,

Projections, Clipping

Page 22

Text books

Author

Title

Publisher

1 Donald Hearn and M. Paulin Baker

Computer Graphics

PHI (Second Edition)

Reference books

Author

Title

Publisher

1 Shalini Govil-Pai

Principles of Computer Graphics –

Theory and Practice using open GL

and Maya

Springer (2007)

2 ISRD group

Computer Graphics

ace series, TMH (2006)

3 Amearendra N.

Sinha, Arun D Udai

Computer Graphics

TMH (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 205 : Operating Systems

Details of the syllabus

Unit 1

Introduction : What Operating Systems Do – Computer System Orgranization –

Computer system Architecture – Operating System Structure – Operating System

Operations – Process Management – Memory Management – Storage

Management – Protection and Security – Distributed Systems – Special purpose

Systems – Computing Environments.

System Structure: Operating System Services – User Operating System

Interface – System Calls – Types of System Calls – System Programs –

Operating System Design and Implementation – Operating System Structure –

Virtual Machine – Operating System Generation – System Boot.

Process Concept : Overview – Process Scheduling – Operations on Processes –

Interprocess Communication – Examples of IPC Systems – Communication in

Client Server Systems.

Unit 2

Multithreaded Programming: Overview – Multithreading Models – Thread

Libraries – Threading Issues – Operating System Examples.

Process Scheduling: Basic Concepts – Scheduling Criteria – Scheduling

Algorithms – Multiple Processor Scheduling – Thread Scheduling.

Synchronization: Background – The Critical Section Problem – Peterson’s

solution – Synchronization Hardware – Semaphores – Classic Problem of

Synchronization – Monitors – Synchronization Examples – Atomic Transaction.

Unit 3

Deadlocks: System Model – Deadlock Characterization – Methods for Handling

Deadlocks – Deadlock Prevention – Deadlock Avoidance – Deadlock Detection

– Recovery from Deadlock.

Memory Management Strategies: Background – Swapping – Contiguous

Memory Allocation – Paging – Structure of the Page Table – Segmentation –

Example: The Intel Pentium.

Virtual Memory Management: Background – Demand Paging – Copy on Write

– Page Replacement – Allocation of Frames – Thrashing.

Unit 4

File System : File Concept – Access Methods – Directory Structure – File

System Mounting – File Sharing – Protection.

Implementing File Systems :File System Structure – File System
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Implementation – Directory Implementation – Allocation Methods – Free Space

Management – Efficiency and Performance – Recovery – Log structured File

Systems.

Unit 5

Secondary Storage Structure : Overview of Mass – Storage Structure – Disk

Structure – Disk Attachment – Disk Scheduling – Disk Management – Swap

Space Management – RAID structure.

I/O Systems: Overview – I/O Hardware – Application I/O Interface – Kernal I/O

Interface – Transforming I/O requests to Hardware Operations – Streams –

Performance.

Text books

Author

Title

Publisher

1 Abraham Silberschatz,

Peter Baer Galvin,

Greg Gagne

Operating System Principles

Seventh Edition, Wiley.

Chapters: 1.1 – 1.12, 2.1

– 2.10, 3.1 – 3.6, 4.1 – 4.5,

5.1 – 5.5, 6.1 – 6.9, 7.1 –

7.7, 8.1 – 8.7, 9.1 – 9.6,

10.1 – 10.6, 11.1 – 11.8,

12.1 – 12.7, 13.1 – 13.7

Reference books

Author

Title

Publisher

1 William Stallings

Operating Systems – Internals and

Design Principles

Fifth Edition, Pearson

Education (2007)

2 Achyut S Godbole

Operating Systems

Second Edition, TMH

(2007).

3 Flynn/McHoes

Operating Systems

Cengage Learning (2008).

4 Deitel & Deitel

Operating Systems

Third Edition, Pearson

Education (2008)
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KRISHNA UNIVERSITY : MACHILIPATNAM

I Semester M.Sc. (Computer Science) Examination

MCS 101 : OBJECT ORIENTED PROGRAMMING

(Regulation 2012-13)

Time : Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks

1. a) What is object oriented programming? Discuss the characteristics of object

Oriented programming.

b) What are the differences between applications and applets in Java. Give examples.

OR

c) Discuss and distinguish between object oriented programming and procedure

oriented programming.

d) Describe the features of Java programming language.

2. a) Explain various operators available in Java.

b) What is an interface? Write a program to demonstrate how interfaces can be extended.

OR

c) Explain the Control structures in Java with examples.

d) What is a Constructor? Explain Constructor Overloading with an example program.

3. a) Write about Exception handling mechanism in Java.

b) Explain with an example how Java performs thread synchronization.

OR

c) Give the advantages of Exception handling.

d) Explain the life cycle of a thread.

4. a) Explain the life cycle of an applet.

b) Explain JDBC architecture and different types of devices available.

OR

c) What is stream class? Explain the streams used in Java.

d) Explain two-tier and three- tier architecture associated with client- server

communication.

5. a) What is a servlet? Discuss about the servlet API.

b) Explain about RMI architecture.

OR

c) Explain the life- cycle of a servlet.

d) What is a socket? Write a Java program to establish a socket connection.
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KRISHNA UNIVERSITY : MACHILIPATNAM

I Semester M.Sc. (Computer Science) Examination

MCS 102 : COMPUTER ORGANISATION

(Regulation 2012-13)

Time : Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks

1. a) Explain the operation of 4x1 multiplexer with logic diagram and truth table.

b) Simplify F together with its don’t care condition d in

(i) sum of products form

(ii) products of sums form

(

)

(

)

∑

=

13,12,9,8,2,1,0

,,,

DCBAF

(

)

(

)

∑

=

15,14,11,10

,,,

DCBAd

OR

c) Discuss the operation of SR flip flop with logic diagram.

d) Explain about fixed point and floating point data representation.

2. a) What is a register? Explain register transfer using block diagram and Timing

diagram.

b) Explain the memory- reference instruction.

OR

c) Draw the block diagram of an ALU and explain the operations performed by it.

d) What is an interrupt? Explain the interrupt cycle with diagram.

3. a) Describe the organization of Microprogrammed control with block diagram.

b) Explain about instruction format.

OR

c) Explain about different types of addressing modes.

d) Explain about control memory in detail.

4. a) What is BCD adder? Explain with block diagram.

b) Explain about Booth’s multiplication algorithm.

OR

c) With a flow chart explain Hardware algorithm.

d) Explain about Floating point arithmetic operations.

5. a) What is an input – output interface? What is the difference between isolated I/o and

memory- mapped I/o.

b) Write a note on memory – hierarchy.

OR

c) What is Asynchronous data transfer?

d) What is locality of reference? Discuss various organizations of cache memory.
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KRISHNA UNIVERSITY : MACHILIPATNAM

I Semester M.Sc. (Computer Science) Examination

MCS 103 : DISCRETE MATHEMATICAL STRUCTURES

(Regulation 2012-13)

Time : Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks

1. a) Prove the relation (

) (

) (

)

rp

rp

qp

∨
→
∨
¬

∧
∨
is a tautology.

b) Define Greatest Common Divisor (GCD) and Find the GCD (123, 277), GCD (414, 662) using the

Euclidean algorithm.

OR

c) Use set builder notation prove the Demorgan laws.

(i) BABAiiBABA

∪
=

⋂
⋂
=

∪
)(,

d) Define (i) Biconditional statement ( )↔ (ii) Exclusive or ( )⊕ (iii) conditional statement
( )→ with the truth tables.
2. a) Use Induction to prove

(

) (

)(

)(

)3/3

2121

12

531

2

2

2

2

+

+

+

=

+

+

-

-

-

-

-

-

+

+

+

n

n

n

n

wherever n is a non negative integer.

b) What is the expansion of (

)4

3

2

y

x +

using Binomial theorem and find the coefficient of

13

12

yx in the expansion of (

)25

yx

+

.

OR

c) How many different license plates are available if each plate contains a sequence of three

letters followed by three digits without repeat ion

d) Find the values of following

(i) C (12, 6) (ii) C (30, 6) (iii) P (10, 9) (iv) P (15, 5)

3. a) Solve the recurrence relation

( ),

1

nf

a

a

n

n

+

= -

1

≥

n

by substitution where

1

0 =

a

b) Write properties of relations with examples.

OR

c) Solve the recurrence relation

n

n

n

n

a

a

3

4

3

2

1

=

-

-

-

-

given

2

,1 1

0

=

= a

a

.

d) Write about reflexive closures, Transitive closures of relations with examples.

4. a) Define the Graphs and Explain the Graphs Models.

b) Explain the Bipartite Graphs.

OR

c) Define Isomorphism between two graphs. Explain Isomorphism of two graphs with

an examples.

d) Explain the Dijkstra’s algorithm to find a shortest path with an example.

5. a) Explain how to produce minimum spanning tree using Prim’s algorithm with an examples.

b) Write the applications of trees.

OR

c) Construct the circuits that produce the following outputs

(i) (

)

xyx

+

(ii) (

)

zyx

+

(iii) (

)( )

zyxzyx

+

+

d) Use Karnaugh maps to minimize these sum-of products expansions.

(i) zyxyzxzyxzxy

+

+

+

(ii) zyxzyxyzxzyxzyx

+

+

+

+

(iii) zyxzyxzyxzxy

+

+

+
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KRISHNA UNIVERSITY : MACHILIPATNAM

I Semester M.Sc. (Computer Science) Examination

MCS 104 : DATABASE MANAGEMENT SYSTEMS

(Regulation 2012-13)

Time : Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks

1. a) Explain DBMS systems Architecture with neat diagram.

b) Write the advantages of using the DBMS approach.

OR

c) Explain Entity, Attributes types with examples.

d) Explain about Specialization and Generalization with examples.

2. a) Explain about Relational models constraints and Relational Database Schemas.

b) Write about Relational Algebra operations.

OR

c) Write about Attribute Data Types and Domains in SQL.

d) Explain Join operations.

3. a) What is Normalization? What it is required?

b) Define 3NF and BCNF. How BCNF in different from 3NF? Explain with a suitable

examples.

OR

c) Define fourth normal form, why is it useful.

d) Explain properties of Relational Decompositions.

4. a) Explain the Hashing techniques in files organization.

b) Write about Operations on files.

OR

c) Write types of single – level ordered indexes.

d) Describe the structure of B+ tree.

5. a) Write about Desirable properties of transactions.

b) Write about 3- tire client-server Architecture.

OR

c) Explain about concurrency control.
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KRISHNA UNIVERSITY : MACHILIPATNAM

I Semester M.Sc. (Computer Science) Examination

MCS 105 : OPERATIONS RESEARCH

(Regulation 2012-13)

Time : Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks

1. a) Explain the properties of linear programming.

b) Solve the following L.P.P graphically

max Z =

2

1

3

2

x

x +

S.C

1

2

1

≤

+

xx

0

,

4

3

2

1

2

1

≥

≤

+

xx

xx

OR

c) Solve the L.P.P using simplex method.

max Z =

2

1

75

xx

+

S.C

4

2

1

≤

+

xx

0

,

35

7

10

24

8

3

2

1

2

1

2

1

≥

≤

+

≤

-

xx

x

x

x

x

2. a) Write an algorithm to solve the transportation problem.

b) Solve the following transportation problem

A

B

C

Available

I

6

8

4

14

II

4

0

8

12

III

1

2

6

5

Required

6

10

15

OR

c) Solve the following assignment problem using Hungarian method

│

│

│

│

│

│

⌋
⌉
│

│

│

│

│

│

⌊
⌈
14 6

19 11

10

12 9 17

18

15

4 2 4

3

5

6 19 12 13

14

9 5

18 10

11

5

4

3

2

1

E D C B

A
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3. a) Write an algorithm to solve 2 X n game.

b) Find the optimal strategy of the players in the following game.

│

│

│

│

│

│

⌋
⌉
│

│

│

│

│

│

⌊
⌈
1

2

3- 4-

9- 7-

6

5

2

1

A

Player

B

Player

OR

c) Consider the following 4 X 4 game played by player A and Player B and solve it

optimality.

│

│

│

│

⌋
⌉
│

│

│

│

⌊
⌈
8 0 4 0

0 4 2 4

4 2 4 3

0 4 2 3

4

3

2

1

A

Player

IV III II I

B

Player

4. a) Explain about EOQ model.

b) Explain production lot size model with shortages.

OR

c) A gears manufacturing company having the following information. Each gear cost Rs.250

per unit, annual demand is 60,000 gears, set up cost Rs 4,000 per setup and the inventory

caring cost per month is established at 2 percent of the average inventory value. When in

production these gears can produced at the rate of 400 units per day and this company

works only for 300 days in a year.

(i) Determine the economic lot size

(ii) Find the number of production runs per year

(iii) Find total inventory cost.

5. a) Differentiate PERT and CPM.

b) Define the following

(i) Total float

(ii) Free float

(iii) Critical path.

OR

c) A project is composed of seven activities whose time estimates are below

Activity

Optimistic

Most likely

Pessimistic

I

J

1

2

1

2

5

1

3

2

4

9

1

4

2

2

8

2

5

4

3

5

3

5

2

5

4

4

6

2

8

4

5

6

5

8

3

(i) Draw the project network

(ii) Find the expected duration and variance of each activity.

(iii) Find the critical path and expected project completion time.
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KRISHNA UNIVERSITY: MACHILIPATNAM

II Semester M.Sc. (Computer Science) Examination

MCS 201 - DATA COMMUNICATIONS

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1) a) What is Data Communication? Explain the components of Data

Communication

b) Define Topology. Discuss various categories of topologies

OR

c) Write a short note on transmission modes

d) Explain about OSI reference model

2) a) Briefly discuss about Digital-to-Analog encoding in data transmission

b) Explain about DTE-DCE interface.

OR

c) Explain about digital data transmission

d) Explain about different types of guided transmission media

3) a) Define multiplexing. Give the difference between Frequency Division

Multiplexing and Time Division Multiplexing

b) Discuss about stop-and-wait and sliding window protocols

OR

c) Explain Error Detection & Correction in data link layer design

4) a) Distinguish between Synchronous and Asynchronous protocols

b) Explain Ethernet & FDDI

OR

c) Explain IEEE standard 802.6

d) Write a short note on token ring.

5) a) Compare and contrast circuit switching & packet switching

b) How is a Repeater different from an Amplifier?

OR

c) Explain ISDN layers

d) Discuss about Distance Vector routing.
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KRISHNA UNIVERSITY: MACHILIPATNAM

II Semester M.Sc. (Computer Science) Examination

MCS 202 - DATA STRUCTURES

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1) a) Explain Space and Time analysis of algorithm with an example.

b) What are various operations performed on data structures?

OR

c) What is complexity of an algorithm? Explain the Asymptotic notations

for complexity of algorithms.

d) Define local and global variables.

2) a) Explain in detail about the operations performed on strings.

b) Explain about Binary Search process with an example and give the

complexity of the algorithm

OR

c) Explain about First Pattern matching algorithm

d) Write short notes on Records

3) a) What is a Linked List? Write algorithms to perform operations in

Single linked list.

OR

b) Define Queue. Implement the queue operations using arrays.

c) Explain the process of converting an arithmetic expression from infix

notation to postfix notation with an example.

4) a) Define Binary tree and write non-recursive algorithm for in order

traversal of binary tree.

b) What is a heap? Construct a heap with the following elements

33, 5, 12, 43, 71, 6. 45. 21, 30

OR

c) Define Binary Search Tree and write an algorithm to search an element

in a Binary Search tree.

d) What are AVL search trees? Give example.

5) a) Explain the Graph traversal techniques.

b) Illustrate the process of Quick sort algorithm over the following

elements

52, 45, 12, 64, 7, 56, 68, 10, 61

OR

c) Write an algorithm for Merge sort and give an example

d) Explain Warshall’s algorithm to find shortest paths in a weighted

graph
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KRISHNA UNIVERSITY: MACHILIPATNAM

II Semester M.Sc. (Computer Science) Examination

MCS 203 – THEORY OF COMPUTATION

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1) a) Explain the terms DFA & NFA.

b) Give DFA which reads string from {a, b} and end with aaa.

OR

c) Explain NFA with €-transitions.

d) Construct the Moore machine for the given Mealy Machine.

State/1

a

b

Output

q0

q1

q2

1

q1

q1

q1

0

q2

q1

q0

1

2) a) Explain the terms

(i) Regular sets (ii) Regular expressions

b) Show that

{

}

0/

≥

=

nbaL

nn

is not regular by using Pumping lemma.

OR

c) Construct FA equivalence to the following regular expression.

r = 01[((10)

*

+111)

*

+0]

*

1

d) Explain closure properties of Regular sets.

3) a) Construct CFG for (a/b)

*

a bb from NFA.

b) Explain the terms.

(i) Chomsky Normal form (ii) Greibach Normal form.

OR

c) Define Pushdown Automata.

d) Prove or explain that if L is a Context free language then there exists

an equivalent Push down Automata.

4) a) Explain the procedure involved in the design of Turing Machine.

b) Design Turing machine for the Language

L = {WW

R

/w is in (0+1)

*

}

OR

c) Design Turing Machine to find square of a give integer.

5) a) Discuss the Chomsky hierarchy of languages.

OR

b) What is undecidability? Explain PCP and modified PCP in detail.
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KRISHNA UNIVERSITY: MACHILIPATNAM

II Semester M.Sc. (Computer Science) Examination

MCS 204 – COMPUTER GRAPHICS

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1) a) Describe the working of CRT.

b) What are the differences between raster scan and random scan

devices?

OR

c) What is Computer Graphics? Give the applications of graphics and

describe various input & output graphics devices.

2) a) Discuss DDA Algorithm and trace for drawing the line between (1, 4)

and (9, 11).

b) Describe an algorithm for generating an ellipse.

OR

c) Explain Bresenham’s line Algorithm.

d) Illustrate Bresenham’s line algorithm with end point (20, 10) and

(30, 18) with line slope of 0.8.

3) a) What are the attributes of lines? Explain how they are implemented.

b) Describe how characters are generated.

OR

c) Discuss about aliasing and anti–aliasing.

d) What are various Area fill attributes?

4) a) Define Homogeneous co-ordinate system and explain the basic

transformation in 2D.

b) Explain the steps involved in Sutherland – Hodgeman Algorithm for

polygon clipping.

OR

c) Explain Cohen-Sutherland line clipping Algorithm.

d) Explain window–viewpoint co–ordinate transformation.

5) a) Explain 3D projections.

b) Explain about Quadric surfaces.

OR

c) Explain the rotation about an arbitrary axis in 3D.

d) Write a short note on 3D display methods.
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KRISHNA UNIVERSITY: MACHILIPATNAM

II Semester M.Sc. (Computer Science) Examination

MCS 205 – OPERATING SYSTEMS

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1) a) Explain various functions of Operating systems.

b) Explain briefly about system calls and types of system calls.

OR

c) Explain about inter process communication.

d) What is a Process and explain different Process states.

2) a) Define Monitor and what are its characteristics.

b) What is meant by thread scheduling?

OR

c) Explain the Dining – Philosophers problem with an example.

d) What is the difference between preemptive and non preemptive

scheduling. Explain an algorithm for each scheduling type.

3) a) Explain about Banker’s Algorithm for dead lock avoidance with

example.

b) Explain about Internal and External Fragmentation.

OR

c) What is structure of page table and explain Belady’s anomaly.

d) Explain various page replacement algorithms.

4) a) Describe various file operations and file types briefly.

b) Explain about file allocation methods.

OR

c) Discuss the concept of file and directory structure.

d) Explain free space management techniques.

5) a) What are different RAID levels and their characteristics?

b) Explain about I/O caching and error handling.

OR

c) Explain and illustrate any two Disk Scheduling Algorithms with

examples.

d) Write a short note on DMA.
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 301: Compiler Design

Details of the syllabus

Unit 1

Introduction to Compiling, A simple One-pass Compiler,

Unit 2

Lexical Analysis, Syntax Analysis,

Unit 3

Syntax-directed translation, Type checking,

Unit 4

Run-time environments, Intermediate code generation

Unit 5

Code generation, Code Optimization

Text books

Author

Title

Publisher

1 Alfred V. Aho, Ravi Sethi,

Jeffrey D. Ullman

Compilers – Principles,

Techniques and Tools

Pearson Education

Reference books

Author

Title

Publisher

1 J.P. Bannett

Introduction to Compiling

Techniques

McGraw Hill

2 Tremblay & Sorenson

Compiler Writing

McGraw Hill

3 Dhamdhere

Compiler Construction

MacMilan
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 302: Design and Analysis of Algorithms

Details of the syllabus

Unit 1

Introduction : What is Algorithm – Algorithm Specification : Pseudocode

Conventions – Recursive Algorithms ; Performance Analysis: Space Complexity –

Time Complexity – Asymptotic notation – Performance Measurement;

Randomized Algorithms : Basics of probability theory – Randomized algorithms –

Identifying the repeated element, Primality Testing – Advantages and

Disadvantages.

Elementary Data Structures: Stacks and Queues ; Trees : Terminology – Binary

Trees ; Dictionaries : Binary Search Trees ; Priority Queues : Heaps – Heapsort ;

Sets and disjoint set Union : Introduction – union and find operations. ; Graphs:

Introduction – Definitions – Graph Representations.

Unit 2

Divide – and – conquer: General Method – Defective Chess Board – Binary

Search – Finding Maximum and Minimum – Merge Sort – Quick sort – Selection

Problem ; Strassen’s Matrix Multiplication, Convex Hull: some geometric

Primitives – The Quick Hull Algorithm – Graham’s scan – An 0(nlogn) divide –

and – conquer algorithm.

The Greedy Method: The general Method – Container loading – Knapsack

Problem – Tree Vertex Splitting – Job sequencing with deadlines ; Minimum cost

spanning trees : Prim’s Algorithm – Kruskal’s Algorithm – Optimal Storage on

tapes – Optimal Merge patterns – Single Source shortest paths.

Unit 3

Dynamic Programming : The general method – Multi-stage graphs – All pairs

shortest paths – Single source shortest paths – Optimal Binary Search Trees –

String editing – 0/1 Knapsack – Reliability design – The traveling sales person

problem – Flow shop Scheduling

Basic Traversal and Search Techniques: Techniques for Binary Trees –

Techniques for graphs : Breadth First Search and Traversal – Depth First Search ;

Connected Components and Spanning Trees – Bi-connected components and DFS

Unit 4

Backtracking : The general method – The 8-queens problem – sum of subsets –
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Graph coloring – Hamiltonian Cycles – Knapsack Problem .

Branch and Bound : The Method: Least Cost search – The 15 puzzle – control

abstractions for LC search – Bounding – FIFO Branch – and –Bound – LC Branch

and Bound; 0/1 knapsack problem: LC Branch and Bound solution – FIFO Branch

and Bound solution; Traveling Sales person.

Unit 5

NP-Hard and NP – complete problems : Basic concepts : Non deterministic

algorithms –The classes NP hard and NP complex ; Cook’s theorem – NP hard

graph problems : Clique Decision Problem – Node cover decision problem –

chromatic number decision problem – Directed Hamiltonian cycle – Traveling

sales person decision problem – and/or graph decision problem; NP-hard

scheduling Problems: scheduling identical processors – flow shop scheduling – jop

shop scheduling; NP-hard code generation problems: code generation with

common sub expressions – Implementing parallel assignment instructions; Some

simplified NP-hard problems.

Text books

Author

Title

Publisher

1 Sartaj Sahni

Fundamentals of Computer

Algorithms

Second Edition,

Universities Press (2008)

Chapters : 1 to 8 and 11

Reference books

Author

Title

Publisher

1 Anany Levitin

Introduction to the Design &

Analysis of Algorithms

Second Edition, Pearson

Education (2007)

2 I.Chandra Mohan

Design and Analysis of Algorithms

PHI.

3 Prabhakar Gupta,

Vineet Agrawal

Design and Analysis of Algorithms

PHI

4 Parag Himanshu

Dave

Design and Analysis of Algorithms Pearson Education (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 303: Computer Networks

Unit 1

Introduction : Uses of Computer Networks: Business Application, Home

Applications, Mobile Users – Social Issues. Network Hardware : Local Area

Networks – Metropolitan Area Networks – Wide Area Networks – Wireless

Networks – Home Networks – Internetworks. Network Software: Protocol

Hierarchies – Design Issues for the Layers – Connection Oriented and

Connectionless Services – Service Primitives – The relationship of Services to

Protocols. Reference Models: The OSI Reference Model – The TCP/IP Reference

Model – A Comparison of OSI and TCP/IP reference Model – A Critique of the

OSI Model and Protocols – A Critique of the TCP/IP reference model. Example

Networks: The Internet – Connection Oriented Networks:x.25, Frame Relay, and

ATM – Ethernet – Wireless LANs Network Standardization: Who’s who in the

Telecommunication World – Who’s who in the International Standards World –

Who’s who in the Internet Standards World.

Physical Layer: Guided Transmission Media: Magnetic Media – Twisted Pair –

Coaxial Cable – Fiber Optics

Data Link Layer: Data Link Layer Design Issues: Services Provided to the

Network Layer – Framing – Error Control – Flow Control. Error Detection and

Correction: Error correcting Codes – Error Detecting Codes. Elementary Data Link

Protocols : An unrestricted Simplex Protocol – A simplex Stop- and – wait Protocol

– A simplex Protocol for a Noisy channel. Sliding Window Protocols: A one-bit

sliding Window Protocol – A Protocol using Go Back N – A Protocol using

selective Repeat. Example Data Link Protocols: HDLC – The Data Link Layer in

the Internet.

Unit 2

The Medium Access Control Sublayer : Ethernet : Ethernet Cabling –

Manchester Encoding – The Ethernet MAC sublayer Protocol – The Binary

Exponential Backoff Algorithm – Ethernet Performance – Switched Ethernet – Fast

Ethernet – Gigabit Ethernet – IEEE 802.2: Logical Link Control – Retrospective on

Ethernet. Wireless Lans: The 802.11 Protocol Stack - The 802.11 Physical Layer -

The 802.11 MAC sublayer Protocol - The 802.11 Frame Structure. Bluetooth:
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Bluetooth Architecture – Bluetooth Applications – The Bluetooth Protocol Stack –

The Bluetooth Radio Layer – The Bluetooth Baseband Layer – The Bluetooth

L2CAP layer – The Bluetooth Frame Structure. Data Link Layer Switching:

Bridges from 802.x to 802.y – Local Internetworking – Spanning Tree Bridges –

Remote Bridges – Repeaters, Hubs, Bridges, Switches, Routers and Gateways –

Virtual LANs.

Unit 3

The Network Layer: Network Layer Design Issues : Store – and Forward Packet

Switching – Services Provided to the Transport Layer – Implementation of

Connectionless Services – Implementation of Connection Oriented Services –

Comparison Of Virtual Circuit and Datagram subnets. Routing Algorithms : The

Optimality Principle – Shortest Path Routing – Flooding – Distance Vector Routing

– Link State Routing – Hierarchical Routing – Broadcast Routing – Multicast

Routing – Routing for Mobile Hosts. Internet Working : How Networks Differ –

How Networks can be connected – Concatenated Virtual Circuits – Connectionless

Internetworking – Tunneling – Internet work Routing – Fragmentation. The

Network Layer in the Internet: The IP Protocol – IP address – Internet Control

Protocols – OSPF – The Internet Gateway Routing Protocol – BGP – The Exterior

Gateway Routing Protocol.

Unit 4

The Transport Layer: The Transport Service: Services provided to the Upper

Layers – Transport Services Primitives – Berkeley Sockets. Elements of Transport

Protocols : Addressing – Connection Establishment – Connection Release – Flow

Control and Buffering – Multiplexing – Crash Recovery. The Internet Transport

Protocols :UDP

Introduction to UDP – Remote Procedure Call – The Real Time Transport Protocol.

The Internet Transport Protocols: TCP Introduction to TCP – The TCP Service

Model – the TCP Protocol – The TCP segment header – TCP connection

establishment – TCP connection release – Modeling TCP connection management-

TCP Transmission Policy – TCP congestion Control – TCP Timer Management –

Wireless TCP and UDP – Transactional TCP.

Unit 5

The Application Layer: DNS : The Domain Name System : The DNS Name

Space – Resource Records – Name Servers. Electronic Mail : Architecture and
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Services – The User Agent – Message Formats – Message Transfer – Final

Delivery. The World Wide Web: Architecture Overview – Static Web Documents

– Dynamic Web Documents – HTTP – The Hyper Text Transfer Protocol –

Performance Enhancements – The Wireless Web. Multimedia: Introduction to

Digital Audio – Audio Compression – Streaming Audio – Internet Radio – Voice

Over IP – Introduction to Video – Video Compression – Video on Demand.

Text books

Author

Title

Publisher

1 Andrew S.

Tanenbaum

Computer Networks

Fourth Edition, PHI

Chapters: 1.1 to 1.6, 2.2, 3.1

to 3.4, 3.6, 4.3, 4.4, 4.6, 4.7,

5.1, 5.2.1 to 5.2.9, 5.5, 5.6.1 to

5.6.5, 6.1.1 to 6.1.3, 6.2, 6.4,

6.5, 7.1 to 7.4

Reference books

Author

Title

Publisher

1 James F.Kurose, Keith

W.Ross

Computer Networking

Third Edition, Pearson

Education

2 Behrouz A Forouzan

Data Communications and

Networking

Fourth Edition, TMH (2007)

3 Michael A. Gallo,

William M. Hancock

Computer Communications and

Networking Technologies

Cengage Learning (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 304: Software Engineering

Details of the syllabus

Unit 1

Introduction to Software Engineering: The Evolving Role of Software, Software, The

Changing Nature of Software, Legacy Software: The Quality of legacy software, Software

Evolution, Software Myths.

A Generic View of Process: Software Engineering-A Layered Technology, A Process

Frame Work, The capability Maturity Model Integration (CMMI), Process Patterns,

Process Assessment, Personal and Team Process Models: Personal Software Process

(PSP), Team Software Process (TSP), Process Technology, Product and Process.

Process Models: Prescriptive Models, The Waterfall Model, Incremental Process Models:

The Incremental Model, The RAD Model, Evolutionary Process Model: Prototyping, The

Spiral Model, The Concurrent Development Model, Specialized Process Models:

Component Based Development, The formal Methods Model, The Unified Process.

An Agile View of Process: What is Agility? What is Agile Process? Agile Process

Models: Extreme Programming, Adaptive Software Development, Dynamic Systems

Development Method, Scrum, Crystal, Feature Driven Development, Agile Modeling.

Unit 2

Software Engineering Practice: Software Engineering Practice, communication

practices, Planning Practices, Modeling Practices, Construction Practices, Deployment.

System Engineering: Computer Based Systems, The System Engineering Hierarchy,

Business Process Engineering: An Overview, System Modeling.

Building the Analysis Model: Requirement Analysis, Analysis Modeling Approaches,

Data Modeling Concepts, Object Oriented Analysis, Scenario Based Modeling, Flow

Oriented Modeling, Class Based Modeling, Creating a Behavioral Model.

Design Engineering: Design within the context of Software Engineering, Design Process

and Design Quality, Design Concepts, The Design Model, Pattern Based Software Design

Unit 3

Testing Strategies: A strategic Approach to Software Testing, Strategic Issues, Test

Strategies for conventional Software, Testing Strategies for Object Oriented Software,

Validation Testing, System Testing, the Art of Debugging.

Testing Tactics: Software Testing Fundamentals, Black Box and White Box Testing,
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White Box Testing, Basis Path Testing, Control Structure Testing, Black Box Testing,

Object Oriented Testing Methods, Testing Methods Applicable at the class level,

InterClass Test Case Design, Testing for Specialized Environments, Architectures and

Applications, Testing Patterns.

Unit 4

Project Management: The Management Spectrum, The People, The Product, The

Process, The Project, The W5HH Principles.

Metrics for Process and Projects: Metrics in the Process and Project Domains, Software

Measurement¸ Metrics for Software Quality, Integrating Metrics within Software Process,

Metrics for Small Organizations, Establishing a Software Metrics Program.

Unit 5

Estimation: Observations on Estimations, The project planning process, Software Scope

and Feasibility, Resources, Software Project Estimation, Decomposition Techniques,

Empirical Estimation Models, Estimations for Object Oriented Projects, Specialized

Estimation Techniques, The Make/Buy Decision

Quality Management: Quality Concepts, Software Quality Assurance, Software Reviews,

Formal Technical Reviews, Formal Approaches to SQA, Statistical Software Quality

Assurance, Software Reliability, The ISO 9000 Quality Standards, the SQA Plan

Formal Methods: Basic Concepts, Object Constraint Language (OCL), The Z

specification language, The Ten Commandments for Formal Methods.

Cleanroom Software Engineering: The Cleanroom Approach, Functional Specification,

Cleanroom Design, Cleanroom Testing.

Text books

Author

Title

Publisher

1 Roger S

Pressman

Software Engineering–A

Practitioner’s Approach

Sixth Edition, TMH International.

Chapters:

1,2,3,4,5,6,8,9,13,14,21,22,23,26,28,29

Reference books

Author

Title

Publisher

1 Soomerville

Software engineering

7th edition ,Pearson education

2 S.A.Kelkar

Software Engineering – A

Concise Study

PHI.

3 Waman S.Jawadekar

Software Engineering

TMH.

4 Ali Behforooz and

Frederick J.Hudson

Software Engineering

Fundamentals

Oxford (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCA 305.1 : Image Processing

Details of the syllabus

Unit 1

Introduction, Image Shape, Human Vision System, Image Acquisition – Intensity

Images, Real Time Capture, Colour Images, Video Camera, Capture, Analogue To

Digital Conversion, Scanners, Character Recognitions Devices, Satellite Imaginary,

Ranging Devices, Calibration, Image Presentation-Raster Screen, Printers (Matrix,

Laser, Ink-Jet, Wax Thermal),Patterns, Dithering, Three-Dimensional Image.

Unit 2

Statistical Operations-Introduction, Gray-Level Transformations, Histogram

Equalization, Multi-Image Operations, Spatial Operations And Transformations-

Introduction, Spatial Dependent Transformations, Templates And Convolution,

Edge Detection, Other Window Operations, Two-Dimensional Geometric

Transformations, Segmentation And Edge Detection-Introduction, Region

Operations, Basic Edge Detection, Second-Order Edge Detection, Pyramid Edge

Detection, Crack Edge Relaxation.

Unit 3

Morphological and Other Area Operations-Introduction, Basic Morphological

Operations, Opening and Closing Operations, Finding Basic Shapes-Combining

Edges, Hough Transforms, Bresenhams Algorithms; Labeling Lines And Regions-

Flat Surface And Straight Line Labeling, Dealing With Curves, Labeling Regions

Unit 4

Frequency Domain-Introduction, Hartley Transform, Fourier Transform, Optical

Transformation, Power And Autocorrelation Functions; Image Compression-

Introduction, Types And Requirements, Statistical Compression

Unit 5

Image Compression-contd…

Spatial Compression, Contour Coding, Quantizing Compression , Real-Time Image

Transmission, Quadtrees; Texture-Introduction, Identifying Textures, Texture

Gradient, Texture Segmentation.

Text books

Author

Title

Publisher

1 Adrian Low

Introductory Computer Vision

And Image Processing

MC Graw Hill International Editions

Reference books

Author

Title

Publisher

1 Gojelez

Digital Image Processing

Addison Wesley

2 B.Chanda, D.Dutta

Majunder

Digital Image Processing

PHI (2008).
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 305.2: Cryptography & Network Security

Details of the syllabus

Unit 1

Introduction: Security trends, the OSI security architecture, security attacks,

security services, security mechanisms, a model for network security.

Classical encryption techniques: Symmetric cipher model, Substitution

techniques, Transposition techniques, Rotor machines, Steganography.

Block cipher and the data encryption standard: Block cipher principles, the

strength of DES, Differential and linear cryptanalysis, Block cipher design

principles.

Confidentiality using Symmetric Encryption: Placement of encryption function,

Traffic confidentiality, key distribution, random number generator.

Unit 2

Public key cryptography and RSA: Principles of public key crypto systems, The

RSA algorithm

Key management: Other public-key crypto systems: Key management,

Diffie-Hellman key exchange.

Message authentication and hash functions: Authentication requirements,

Authentication functions, message authentication codes, Hash functions, security

of hash functions and MACs.

Unit 3

Digital signatures and authentication protocols: Digital signatures,

Authentication protocols, Digital Signature standard

Authentication Applications: Kerberos, X.509 authentication service

Unit 4

Email Security: Pretty good privacy, S/MIME

IP security: IP security overview, IP security architecture, Authentication header,

Encapsulating security payload, combining security associations, key

management.

Web security: Web security considerations, Secure Socket Layer and transport

layer security, Secure electronic transaction.

Unit 5

Intruders: Intruders, Intrusion detection, password management

Malicious Software: Viruses and related threads, virus counter measures,
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distributed denial of service attacks.

Firewalls: Firewall Design principles, trusted systems, common criteria for

information technology, security evaluation.

Text books

Author

Title

Publisher

1 William

Stallings

Cryptography and

Network Security

Fourth edition, PHI

Chapters:

1,2,3,7,9,10,11,13,14,15,16,17,18,19,20

Reference books

Author

Title

Publisher

1 William Stallings

Network Security Essentials –

Applications and Standards

Third Edition, Pearson

Education (2007)

2 Chris McNab

Network Security Assessment

2

nd

Edition, OReilly (2007).

3 Jon Erickson

Hacking – The Art of Exploitation

SPD, NOSTARCH Press

(2006).

4 Neal Krawety

Introduction to Network Security

Thomson (2007)

5 Ankit Fadia

Network Security – A Hackers

Perspective

Macmillan (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 401: Web Technologies

Details of the syllabus

Unit 1

Introduction: What is Internet, History of Internet, Internet services and

accessibility, uses of the Internet, protocols, web concepts – the client/server model

of the web, retrieving data from the web, How the web works?, web browsers,

searching information on the web, Internet standards

Internet protocols: Introduction, Internet protocols – Internet protocol (IP),

Transmission control protocol (TCP), User datagram protocol (UDP), host names,

Internet applications and application protocols – Datagram Vs. Stream, Trivial file

transfer protocol (TFTP), FTP – File Transfer Protocol, Telnet, HTTP (Hyper Text

Transfer Protocol), e – mail protocols SMTP (Simple Mail Transfer Protocol), POP

(Post Office Protocol, version 3),IMAP

Unit 2

Java network programming: Introduction, UDP/IP and TCP/IP communications,

I/O streams – types of streams, character and byte streams, input stream, output

stream, filter streams, readers and writers, data streams, object streams, sockets –

creating client sockets, server socket, datagram socket, a simple example, Multicast

sockets - multicast groups and addresses, a simple example, remote method

invocation, protocol handler – developing a protocol handler, a simple protocol

handler, content handlers – developing a content handler, a simple content handler,

the “Grid Content Handler” class, the “Get Grid Application” program

HTML: Introduction, SGML – DTD, DTD elements, attributes, outline of an

HTML document, head section – prologue, link, base, meta, script, style, body

section – headers, paragraphs, text formatting, linking, internal linking, embedded

images, lists, tables, frames, other special tags and characters, HTML forms

Unit 3

Java Script: Introduction – need of a scripting language, language elements –

identifiers, expressions, java script keywords, operators, statements, functions,

objects of a java script – the “window” object, the “Document” object, forms

object, text boxes and text areas, buttons, radio buttons, check boxes, the “Select”

object, other objects – the “date” object, the “math” object, the “string” object,
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regular expressions, arrays, worked examples

VB Script: Introduction, embedding VB script code in an HTML document,

comments, variables – array variables, operators – assignment operator, numerical

operators, string concatenation, procedures – sub procedure, function procedure,

conditional statements, looping statements, object and VB script, cookies: cookie

variables, creating a cookie, a cookie with multiple values, reading cookie value

Unit 4

Dynamic HTML (DHTML): Introduction, cascading style sheets (CSS) : coding

css, properties of tags, property values, other style properties, in – line style sheets,

Embedded style sheets, External Style Sheets, grouping, inheritance, class as

selector, ID as selector, contextual selectors, pseudo classes and pseudo elements,

positioning, backgrounds, element dimensions, DHTML document object model

and collections – using the collections “all”, moving objects around the document,

event handling – assigning event handlers, event bubbling, filters and transitions –

filters, transitions, data binding – using tabular data control, sorting data, dynamic

sorting, filtering

XML: Introduction, HTML vs. XML, syntax of XML document, XML attributes:

use of elements vs. use of attributes, XML validation: “well formed” XML

documents, “valid” XML documents, XML DTD: internal DTD, external DTD, the

building blocks of XML documents, DTD elements: declaring an element, empty

elements, elements with data, elements with children, wrapping, declaring only one

occurrence of the same elements, declaring minimum one occurrence of the same

element, defining zero or one occurrence of the same element, declaring mixed

content, DTD attributes: declaring attributes, default attribute value, implied

attribute, required attribute, fixed attribute value, enumerated attribute values, DTD

entities, DTD validation, XSL, XSL transformation, XML namespaces, XML

schema

Common Gateway Interface (CGI): Introduction, server - browser interaction,

CGI script structure – the CGI .pm module, perl variables, CGI environment

variables – processing forms – sending mail – validating the form data – handling

check boxes – SSI - CGI server side and client side applets, CGI security issues

Unit 5

Servlets: Introduction, advantages of servlets over CGI, installing servlets, the
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servlets life cycle, servlets API, a simple servlet, handling HTTP “Get” requests,

handling HTTP “Post” requests, cookies, session tracking, multi tier applications

using database connectivity, servlets chaining

Java Server Pages (JSP): Introduction, advantages of JSP, developing first JSP,

components of JSP, reading request information, Retrieving the data posted from a

HTML file to a JSP file, JSP sessions, cookies, disabling sessions

Active Server Pages (ASP): Introduction, advantages of ASP, first Asp script,

processing ASP scripts with forms, variables and constructs, subroutines,

Include/Virtual, ASP cookies, Asp objects, connecting to data with ASP

Text books

Author

Title

Publisher

1 N.P Gopalan,

J.Akilandeswari

Web Technology – A Developer’s

Perspective

PHI (2008)

Chapters : 1 through 12

Reference books

Author

Title

Publisher

1 Robert W. Sebesta

Programming the World Wide Web

Third Edition, Pearson

Education (2007).

2 Anders Moller and

Michaelschwartzbach

An Introduction to XML and Web

Technologies

Addison Wesley (2006)

3 Chris Bates

Web Programming–Building Internet

Applications

Second Edition, Wiley

(2007).

4 Jeffrey C. Jackson

Web Technologies – A Computer

Science Perspective

Pearson Education (2008)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 402 : Artificial Intelligence

Details of the syllabus

Unit 1

What is AI? : The AI Problems, The Underlying Assumption, What is AI

Technique?, The level of the Model, Criteria for Success.

Problems, Problem spaces & Search: Defining the Problem as a State Space

Search, Production Systems, Problem Characteristics, Production System

Characteristics, Issues in the design of Search Programs, Additional Problems.

Heuristic search techniques: Generate and Test, Hill Climbing, Best First Search,

Problem Reduction, Constraint Satisfaction, Means Ends Analysis.

Unit 2

Knowledge Representation Issues: Representations and Mappings, Approaches to

Knowledge Representation, Issues in Knowledge Representation, The Frame

Problem

Using Predicate Logic: Representing Simple Facts in Logic, Representing

Instance and Isa Relationships, Computable Functions and Predicates, Resolution,

Natural Deduction

Representing knowledge using Rules: Procedural versus Declarative Knowledge,

Logic Programming, Forward versus Backward Reasoning, Matching, Control

Knowledge

Unit 3

Symbolic Reasoning under Uncertainity: Introduction to Nonmonotonic

Reasoning, Logics for Nonmonotonic Reasoning, Implementation Issues,

Augmenting a Problem Solver, Implementation: Depth-First Search,

Implementation: Breadth-First Search

Weak slot & filler Structures: Semantic Nets, Frames

Unit 4

Planning : Overview, An Example Domain : The Blocks World, Components of a

Planning System, Goal Stack Planning, Nonlinear Planning Using Constraint

Posting, Hierarchical Planning, Reactive Systems, Other Planning Techniques

Natural Language Processing: Introduction, Syntactic Processing, Semantic

Analysis, Discourse and Pragmatic Processing

Page 51

Unit 5

Commonsense: Qualitative Physics, Commonsense Ontologies, Memory

Organisation, Case-Based Reasoning

Expert Systems: Representing and Using Domain Knowledge, Expert System

Shells, Explanation, Knowledge Acquisition

Text books

Author

Title

Publisher

1 Rich & Knight

Artificial Intelligence

TMH (1991)

Reference books

Author

Title

Publisher

1 Winston. P.H

Artificial Intelligence

Addison Wesley (1993)
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 403.1 : Grid Computing

Details of the syllabus

Unit 1

Introduction - Definition and Scope of grid computing

Unit 2

Grid Computing Organizations and their roles – Grid Computing analog –

Grid Computing road map.

Unit 3

Merging the Grid sources – Architecture with the Web Devices

Architecture.

Unit 4

OGSA – Sample use cases – OAGSA platform components – OGSI –

OGSA Basic Services

Unit 5

GLOBUS GT 3 Toolkit – Architecture, Programming model, High level

services – OGSI .Net middleware Solutions.

Text books

Author

Title

Publisher

1 Joshy Joseph &

Craig Fellenstein

Grid Computing

Pearson Education

Reference books

Author

Title

Publisher

1 Ahmar Abbas

Grid Computing: A Practical Guide

to technology and Applications

Charles River

media – 2003.
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KRISHNA UNIVERSITY - MACHILIPATNAM

MCS 403.2: Mobile Computing

Details of the syllabus

Unit 1

Introduction: Mobility of bits and bytes, Wireless – the beginning, mobile

computing, dialogue control, networks, middleware and gateways, applications

and services, developing mobile computing applications, security in mobile

computing, standards – why is it necessary, standard bodies, players in the

wireless space

Mobile computing architecture: History of computers, history of Internet,

Internet – ubiquitous network, Architecture of mobile computing, three tier

architecture, design considerations for mobile computing, mobile computing

through Internet, making existing applications mobile – enabled

Unit 2

Mobile computing through telephony: Evolution of telephony, multiple access

procedure, mobile computing through telephone, developing an IVR application,

voice XML, telephony application programming interface (TAPI)

Emerging technologies: Introduction, Bluetooth, radio frequency identification

{RFid}, wireless broadband {WiMAX}, mobile IP, Internet protocol version 6

{IPv6}, java card

Unit 3

Global system for mobile communications (GSM): Global system for mobile

communications, GSM Architecture, GSM Entities, Call routing in GSM, PLMN

Interfaces, GSM Addresses and identifiers, network aspects in GSM, GSM

frequency allocation, Authentication and security

Short message service (SMS): Mobile computing over SMS, short message

services (SMS), value added services through SMS, accessing SMS bearer

Unit 4

General packet radio service (GPRS): Introduction, GPRS and packet data

network, GPRS network architecture, GPRS network operations, data services in

GPRS, applications for GPRS, limitations of GPRS, billing and charging in GPR

Wireless application protocol (WAP): Introduction, WAP, MMS, GPRS

applications

CDMA and 3G: Introduction, spread – spectrum technology, Is – 95, CDMA Vs
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GSM, wireless data, third generation networks, applications on 3G

Unit 5

Wireless LAN: Introduction, wireless LAN advantages, IEEE 802.11 standards,

wireless LAN Architecture, mobility in wireless LAN, deploying wireless LAN,

mobile Ad Hoc networks and sensor networks, wireless LAN security, Wi- Fi vs.

3G

Voice over Internet protocol and convergence: Voice over IP, H.323 frame

work for voice over IP, Session initiation protocol (SIP),comparison between

H.323 and SIP, real time protocols, convergence technologies, call routing, voice

over IP applications, IP Multi media subsystem (IMS), mobile VoIP

Security issues in mobile computing: Introduction, information security,

security techniques and algorithms, security protocols, public key infrastructure,

trust, security models, security frameworks for mobile environment

Text books

Author

Title

Publisher

1 Asoke K Talukder and

Roopa R Yavagal

Mobile Computing

TMH (2008)

Chapters: 1 to 10, 17,18

Reference books

Author

Title

Publisher

1 Rajkamal

Mobile Computing

Oxford (2008)
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KRISHNA UNIVERSITY: MACHILIPATNAM

III Semester M.Sc. (Computer Science) Examination

MCS 301 – COMPILER DESIGN

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Differentiate between interpreter and compiler and explain the phases of compiler.

b) Explain top-down parsing

OR

c) Briefly explain about syntax directed translation.

2. a) Explain Specification and Recognition of tokens.

b) What is context-free grammar? Explain with an example.

OR

c) Differentiate between DFA and NFA.

d) Write about LR parsers.

3. a) Write about the construction of syntax trees.

b) What are polymorphic functions? Explain.

OR

c) Construct the parse tree and syntax tree for ((a) + (b)) according to syntax-directed

definition

d) Explain the equivalence of type expressions.

4. a) Explain about storage allocation strategies.

OR

b) Explain the intermediate code generation for assignment statements and Boolean

expressions.

5. a) What are the issues in the design of a code generator?.

b) Explain the loop optimization with an example.

OR

c) Construct the dag for the following basic block

d := b*c

e := a+b

b := b*c

a := e-d

d) Write a short note on code optimization.
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KRISHNA UNIVERSITY: MACHILIPATNAM

III Semester M.Sc. (Computer Science) Examination

MCS 302 – DESIGN AND ANALYSIS OF ALGORITHMS

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Define time complexity and Describe different notations used to represent three

complexities.

b) Define a Data Structure. How many types of data structures are there?

Give examples.

OR

c) Give the advantages and disadvantages of Randomized algorithms.

d) Explain in detail about heap sort technique with an example.

2. a) Explain with an example how divide and conquer approach can be used to sort the

numbers using Quick Sort method.

b) Explain Kruskal’s algorithm to compute a minimum cost spanning tree through an

example.

OR

c) Explain in detail Merge Sort. Illustrate the algorithm with a suitable example.

Provide complete analysis of this algorithm.

d) Explain single source shortest path algorithm with suitable example.

3. a) Write a short note on string editing.

b) Discuss an algorithm for finding bi-connected components of an undirected graphs

with the help of an example.

OR

c) Write short notes on reliability design.

d) Explain in detail about DFS & BFS with an example.

4. a) Explain 8-queens problem with an example.

b) Explain 0/1-Knapsack problem using branch and bound technique.

OR

c) Explain the Sum of Subsets problem with suitable example. Also draw the solution

organization for the example.

d) Construct and optimal Traveling Salesman Tour using branch and bound technique

for the following instance.
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│
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⌈
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7

7 0 6

9

2 6 0

5

3 9 10 0

5. a) Explain the concept of NP-Hard problems with an example.

OR

b) Explain NP-Complete.

c) Write a short note on AND/OR graphs.
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KRISHNA UNIVERSITY: MACHILIPATNAM

III Semester M.Sc. (Computer Science) Examination

MCS 303 – COMPUTER NETWORKS

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) What is Computer Networks? Write uses of computer Networks.

b) Explain briefly about Twisted Pair Cables.

OR

c) Write comparison of the OSI and TCP/IP Reference models.

d) Explain Data link layer design issues.

2. a) What is Ethernet? Explain Ethernet Frame format.

b) Explain about the 802.11 protocol stack.

OR

c) Explain about the 802.15 version of the Bluetooth protocol architecture.

d) Explain about Spanning Tree Bridges.

3. a) Discuss about network layer Design issues.

b) Explain about Shortest Path Routing algorithm with an example.

OR

c) Write about BGP-The Exterior Gateway Routing Protocol.

d) Write a short note on connectionless of Internetworking.

4. a) Explain Elements of transport protocols.

b) Write about TCP congestion control.

OR

c) Explain wireless TCP and UDP.

d) Explain Remote Procedure Call.

5. a) Explain Architecture and Services of Electronic mail.

b) Write short note on video compression.

OR

c) Discuss about HTML and give the basic tags available in HTML.

d) Explain HTTP web transfer protocol.
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KRISHNA UNIVERSITY: MACHILIPATNAM

III Semester M.Sc. (Computer Science) Examination

MCS 304 – SOFTWARE ENGINEERING

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Explain the Spiral Model for software process development. What are its

limitation?

b) What do you mean by Agile Modeling? Explain any two Agile process Models.

OR

c) Explain the CMMI Model in detail.

d) Explain waterfall model and provide three example.

2. a) Explain about Hatley-Pirbhai Modeling in detail.

b) Briefly discuss the fundamental design concepts.

OR

c) Explain in detail about Scenario Based Modeling.

d) Write about Modeling practices.

3. a) Write in detail about Black Box Testing.

b) What is Testing? Explain validation testing.

OR

c) Explain Test Strategies for Object-Oriented Software.

d) What are Recovery testing and Stress testing in System testing.

4. a) Discuss the metrics commonly used for Object Oriented Metrics.

b) Describe W5HH principle.

OR

c) Explain Defect Removal Efficiency.

d) Discuss about Size-Oriented Metrics.

5. a) Explain briefly about Clean room Software Engineering.

OR

c) Explain the Z Specification language.

d) Explain ISO 9000 quality standards.
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KRISHNA UNIVERSITY: MACHILIPATNAM

III Semester M.Sc. (Computer Science) Examination

MCS 305.1 – IMAGE PROCESSING

(Regulation 2012-13)

Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Explain in detail with block diagram the fundamental steps in the digital image

processing and their importance

OR

b) Explain briefly the image acquisition technique.

2. a) Explain in detail the method and implementation steps of histogram specification

technique for image enhancement.

OR

b) What is edge detection? List and Explain different templates available edge detection

c) Explain about crack edge relaxation

3. a) Explain in detail morphological operations with suitable examples.

b) Explain the algorithms to draw straight line using Bresenham’s algorithm

OR

c) What are the morphological opening and closing operations?

d) Explain briefly about Flat-surface and straight line labeling

4. a) Define Image compression. What are the types and requirements of image compression

b) Explain Auto correlation function

OR

c) Explain briefly about Fourier transforms

d) Explain briefly about Hartley Transforms

5. a) How to identify Textures and

b) Briefly describe Texture segmentation

OR

c) What are the advantages of Contour Coding? Explain with example.

d) What is Quantizing compression? Explain briefly.
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Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Draw and Explain the OSI security architecture.

b) Distinguish between linear and differential crypt analysis.

OR

c) Describe DES algorithm.

d) Explain different Encryption principles.

2. a) Explain in detail RSA algorithm with suitable example.

b) Write the basic uses of hash functions.

OR

c) Explain Message Authentication.

d) Explain briefly Diffie-Hellman key exchange.

3. a) Describe Authentication protocols.

b) Write a short note on Kerberos.

OR

c) Explain about X.509 Authentication Service.

d) Explain relationship between Digital Signature and Digital Certificate.

4. a) Explain PGP and discuss how Authentication and Confidentiality is provided using

PGP.

b) Discuss about secured electronic transactions.

OR

c) Explain about Web Security.

d) Explain how IP security is maintained through IPSEC.

5. a) Discuss about password management.

b) Define firewall and explain the common types of firewalls.

OR

c) Explain about Viruses and Worms in details.

d) Who is an Intruder and discuss what are the problems that may intruder create and

explain how to overcome those problems.
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Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) What is Internet? Explain the services available through Internet.

b) Explain about the components of URL and URI.

OR

c) Explain about IP packet format with diagram.

d) Differentiate IMAP and POP3 protocols.

2. a) What is a Socket? Explain the different Socket classes available in Java.

b) Describe the structure of HTML document and explain header section.

OR

c) Explain about RMI layer model.

d) What is HTML form? And explain the form controls.

3. a) Explain the properties and methods of document object in Java Script.

b) What is a Cookie? Explain standard Cookie variables in VBScript.

OR

c) Write Java Script to compare the two strings.

d) Discuss about procedure in VB Script.

4. a) What is CSS? Discuss advantages and disadvantages of CSS.

b) What are the differences between HTML and XML.

OR

c) Write short note on

(i) Inline style sheet (ii) External style sheet (iii) Embedded style sheet.

d) Explain the CGI Environment variables.

5. a) Explain the life cycle of Servlets.

b) Explain the Components of JSP.

OR

c) What is Session Tracking? Explain the methods used with session object in

servlets.

d) Explain Request and Response Objects in Java Server Pages.
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Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Explain various steps in water jug problem.

b) Write Best-First search algorithm with suitable example.

OR

c) List the steps involved in problem reduction using AND-OR graphs.

d) What is Means-Ends Analysis? Illustrate.

2. a) Briefly discuss property inheritance algorithm.

b) Describe about representation of Instance and ‘Isa’ relationship.

OR

Contrast:

c) Forward versus Backward Reasoning.

d) Procedural versus declarative knowledge.

3. a) How Symbolic reasoning can be implemented by using.

(i)

Depth-First Search

(ii)

Breadth-First Search

OR

b) Explain the concepts of Symbolic Reasoning and Non-Monotonic Reasoning.

4. a) Explain the procedure of Goal Stack planning with suitable example.

b) What is Syntactic Analysis?

OR

c) Describe hierarchical planning.

d) What is Semantic analysis? Explain.

5. a) Discuss about memory organization.

b) What is Case-Based Reasoning?

OR

c) Write short notes on Expert Systems.
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Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Explain some of the grid application and their usage patterns.

OR

b) Explain briefly about grid infrastructure.

2. a) Explain the layered architecture of grid with a neat diagram.

OR

b) What are the third generation initiatives of grid computing?

3. a) Explain briefly about Web service architecture.

OR

b) Discuss in detail about web service and grid service.

4. a) Describe the architecture of OGSA.

OR

b) What are the OGSA platform components? Write note on each of them.

5. a) Explain the Architecture of GLOBUS GT3 toolkit with a neat diagram.

OR

b) Discuss in detail about OGSI.NET Middleware Solutions
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Time: Three hours

Maximum: 70 marks

Answer ALL questions

All questions carry equal marks ( 5 x 14 marks )

1. a) Explain the architecture of Mobile Computing.

OR

b) Write short notes on

(i) Mobile computing applications.

(ii) Security mobile computing.

2. a) Write short notes on emerging technologies.

(i) Mobile IP.

(ii) Wireless Broadband.

OR

b) Explain the concept of telephony application programming interface.

3. a) Explain GSM architecture with neat sketch.

OR

b) Explain about Short Message Services

c) Write about Authentication in GSM

4. a) Explain different layers in WAP.

OR

b) Explain the applications of GPRS and its limitations

5. a) Explain Wireless LAN Architecture.

OR

b) Explain security protocols in Mobile computing.
