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2012-13 & 2013-14
	CODE NO.
	TITLE OF PAPER
	CONTINUOUS ASSESSMENT
	UNIVERSITY EXAMINATION
	MAXIMUM MARKS
	TIME ALLOWED

	ICT-611
	Object Oriented Programming Using C++
	50
	50
	100
	3 Hrs.

	ICT-612
	Operating Systems
	50
	50
	100
	3 Hrs

	ICT-613
	Computer Architecture & Parallel Processing 
	50
	50
	100
	3 Hrs.

	ICT-614
	Database Management System
	50
	50
	100
	3 Hrs.

	ICT-615 
	Data Structures & Algorithms 
	50
	50
	100
	3 Hrs.

	ICT-616
	Software Lab-I
	60
	40
	100
	3 Hrs.

	
	Total
	310
	290
	600
	


CONTINUOUS ASSESSMENT (THEORY PAPERS)

1. 
Two or three tests out of 

60% of the marks allotted for Continuous Assessment. 

which minimum two will be 

considered for assessment. 

2. 
Seminars/Assignments/Quizes

30% of the marks allotted for Continuous Assessment. 

3. 
Attendance, class participation and

behavior



10% of the marks allotted for Continuous Assessment. 

ICT-611 OBJECT ORIENTED PROGRAMMING USING C++



 L T P C



 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
Evolution of OOP: Procedure Oriented Programming, OOP Paradigm, Advantages and disadvantages of OOP over its predecessor paradigms.

Characteristics of Object Oriented Programming: Abstraction, Encapsulation, Data hiding, Inheritance, Polymorphism, Code Extensibility and Reusability, User defined Data Types.

Introduction to C++: Identifier, Keywords, Constants,. 

Operators: Arithmetic, relational, logical, conditional and assignment, size of operator, operator precedence and associativity.

Type conversion, variable declaration, expressions, statements, manipulators.

Input and output statements, stream I/O, Conditional and Iterative statements, breaking control statements.

SECTION B
Storage Classes: Automatic, Static, Extern, Register.

Arrays, Arrays as Character Strings, Structures, Unions, Bit fields, Enumerations and User defined types.

Pointers: Pointer Operations, Pointer Arithmetic, Pointers and Arrays, Multiple indirections, Pointer to functions. Functions: Prototyping, Definition and Call, Scope Rules. Parameter Passing: by value, by address and by reference, Functions returning references, Const functions, recursion, function overloading, Default Arguments, Const arguments.

Pre-processor: #define, #error, #include, #if, #else, #elif, #endif, #ifdef, #ifndef, #undef.

Type casting: static_cast, const_cast, dynamic_cast, reinterpret_cast.

SECTION C
Classes and Objects: Class Declaration and Class Definition, Defining member functions, making functions inline, nesting of member functions, Members access control, this pointer. union as space saving classes.

Objects: Object as function arguments, array of objects, functions returning objects, Const member functions. static data members and static member functions. friend functions and friend classes. Constructors: properties, types of constructors (Default, parameterized and copy), Dynamic constructors, multiple constructors in classes. Destructors: Properties, Virtual destructors. Destroying objects. Rules for constructors and destructors. Array of objects. Dynamic memory allocation using new and delete operators. Nested and container classes Scopes: Local, Global, Namespace and Class, Inheritance: Defining derived classes, inheriting private members, single inheritance, types of derivation, function redefining, constructors in derived class. Types of inheritance: Single, Multiple, Multilevel and Hybrid. Types of base classes: Direct, Indirect, Virtual, Abstract. Code Reusability.

SECTION D
Polymorphism: Methods of achieving polymorphic behaviour.

Operator overloading: overloading binary operator, overloading unary operators, rules for operator overloading, operator overloading using friend function. Function overloading: early binding,

Polymorphism with pointers, virtual functions, late binding, pure virtual functions and abstract base class

Difference between function overloading, redefining, and overriding.

Templates: Generic Functions and Generic Classes, Overloading of template functions.

Exception Handling catching class types, handling derived class exceptions, catching exceptions, restricting exception, rethrowing exceptions, terminate and unexpected, uncaught exceptions.

Files and streams: Classes for file stream operations, opening and closing of files, stream state member functions, binary file operations, structures and file operations, classes and file operations, I/O with multiple objects, error handling, sequential and random access file processing.

STL: Containers, Algorithms, Iterators, RTTI

TEXT BOOKS: 

1. Herbert Schildt, “The Complete Reference C++”, Tata McGraw-Hill, 2001.

2. Deitel and Deitel, “C++ How to Program”, Pearson Education, 2001

REFERENCES: 
1. Robert Lafore, “Object Oriented Programming in C++”, Galgotia Publications, 1994.

2. Bjarne Strautrup, “The C++ Programming Language”, Addition- Wesley Publication Co., 2001.

3. Stanley B. Lippman, Josee Lajoie, “C++ Primer”, Pearson Education, 2002

4. E. Balagurusamy, “ Object Oriented Programming with C++”, Tata McGraw-Hill, 2001

ICT-612 OPERATING SYSTEMS
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 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
Operating System: Definition, Operating System as Resource Manager. Types of Operating System: Simple Batch Processing, Multi-programmed Batch Processing, Time Sharing, Personal Computer systems, Parallel, Distributed and Real Time Operating Systems. Operating System Components, Services, Calls, System Programs, Operating System Structure, Virtual Machines, System Design and Implementation.

CPU Scheduling: Basic Concepts, Scheduling Criteria, Algorithms (Round robin scheduling, priority scheduling, multiple queues, shortest job first, Multiple-processor Scheduling, Real Time Scheduling).

Introduction to processes (process model, implementation of processes), inter-process communication (race conditions, critical sections, mutual exclusion with busy waiting, sleep and wakeup, semaphore, event counters, monitors, message passing and equivalence of primitives). Threads: Thread Usage, threads in User Space, threads in Kernel, Hybrid Implementation, Scheduler Activation, Pop-up threads.

SECTION B
Memory Management: Memory Management without swapping or paging, swapping, virtual memory, page replacement algorithms (The optimal page replacement algorithm, The not-recently-used page replacement algorithm, clock page replacement algorithm, least recently used ), segmentation.

File and Directory System: Files (File naming, file structure, file types, file access, file attributes, file operations, memory-mapped files), Directories (hierarchical directory systems, path names and directory operations), File system implementation (implementing files and directories, shared files, disk space management, file system reliability and file system performance).

SECTION C
Distributed operating System: Introduction to Distributed operating Systems (goals of distributed systems, software concepts and design issues), Synchronization in distributed systems (Clock synchronization, mutual exclusion, atomic transactions, deadlocks in distributed systems). Processes and processors in distributed systems (Threads, system models, processor allocation, scheduling in distributed systems), Distributed File systems (Distributed file system design, distributed file system implementation, trends in distributed file systems) 

SECTION D
Protection and Security: Security (The security environment, security flaws, internet worm, generic security attacks, design principles for security and user authentication), protection mechanisms (protection domains, access control lists, capabilities, protection models).
Case Study: LINUX System: History, Design Principle, Kennel Modules, Process Management Scheduling, Memory Management, File System, Input and Output, Interprocess Communication, Network Structure, Security. 

TEXT BOOKS: 
1. A. S. Tanenbaum, “Modern Operating Systems”, Pearson Education.

2. Silberschatz and Galvin, "Operating System Concepts", Addison-Wesley publishing, Co.

REFERENCES: 
1. H.M. Dietel, “An Introduction to Operating System”, Pearson Education.

2. D. M. Dhamdhere, “Operating Systems – A Concept Based Approach”, Tata McGraw-Hill.

3. M. Singhal, N. G. Shivaratri, “Advanced Concepts in Operating Systems”, Tata McGraw-Hill.

4. William Stallings, “Operating Systems”, Pearson Education

ICT-613 COMPUTER ARCHITECTURE AND PARALLEL PROCESSING
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 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
Introduction; Functional Units: Processor, Memory, Input/Output; Bus Organized Computer: Buses, Timing, Bus Width, Clock; Register Organized Computer; Instruction Implementation, Timing and Control; Control Design: Hardwired, Micro-programmed, Hardwired control vs. Micro-programmed control; Instruction Codes: Stored Program, Instruction Representation, Instruction Cycle, Instruction types, formats and addressing modes; Data representation, Error Detection and Correction Codes, Interrupt: Implementation, Interrupt priorities. 

SECTION B
Control Logic: Fundamentals, Structure, Control Signals; Hardwired Control Design: Concepts, Design Methods, Example, Design of Control Unit; Micro-programmed Control Design: Concepts, Microinstructions, Control Memory, Microinstruction Addressing, Timing, Microinstruction Sequencer, Design Consideration, Sequencing Techniques; Parallelism in Microinstructions, Horizontal Microinstructions, Vertical Microinstructions, Horizontal vs. Vertical microinstruction, Nano-programming.

SECTION C
Memory Systems: Memory Technology, Device Characteristics, Memory types, Performance and Cost; Random Access Memories: Organization, Static Random Access Memory, Dynamic RAM; Serial-Access Memories (SAM): Access Method, Memory organization; Magnetic Memories: Recording Formats/Methods, Disk/Tape Units, Optical Memories, Magneto-optical Disks; Read-Only-Memories, Flash Memory; 
Cache Memories: Mapping, Replacement Policies; Multilevel Memories, Virtual Memory, Memory Management.

SECTION D 
Parallel Processing: Introduction, Parallelism Types, Parallel Computer Structures, Multiprocessor Systems; Pipeline Processors: Classification, Processor Pipelining, Linear Programming, General Pipelines and Reservation Tables; Interleaved Memory Organization; Vector Processors: Characteristics, Pipelined Vector Processing Methods; 

Interconnection Networks: Categorization, Static, Dynamic, Linear Bus; Switching Techniques; Mesh Connected Networks, Cube Interconnected Networks, Multistage Interconnection Networks, Types, Fault-Tolerance, Routing, Reliability. 

TEXT BOOK: 
1. John P. Hayes: “Computer Architecture and Organization”, Third Edition, McGraw-Hill International Edition.

2. Kai Hwang and F.A. Briggs: "Computer Architecture and Parallel Processing”, McGraw-Hill International Edition

REFERENCES: 
1. A.S. Tanenbaum: “Structured Computer Organization”, PHI

2. Stalling: “Computer Organization and Architecture”, Pearson Education, Asia.

ICT-614: 
DATA BASE MANAGEMENT SYSTEM



 L T P C



 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setter

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates
1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non-programmable scientific calculator is allowed.

SECTION A
Traditional File Processing System: Characteristics, Limitations.

Database: Definition, Composition. DBMS: Definition, Characteristics, Advantages over Traditional File Processing System, Implication of Database Approach. Users of Database, DBA and his Responsibilities. Database Schema and Instance.

DBMS Architecture, Data Independence, Mapping between different levels. Database Languages: DDL, DML, DCL. Database Utilities. Keys: Super Candidate, Primary, Unique and Foreign.

E-R model: Concepts, Entities and Entity Set, Attributes, Mapping Constraints, E-R Diagram, Weak Entity Sets, Strong Entity Sets, Aggregation, Generalization, Converting ER Diagrams to Tables.

SECTION B
Overview of Network and Hierarchical Model and their differences. 

Object Oriented Data Model: Abstraction, Encapsulation, Inheritance and Persistence. 

Object Relational Model, Difference between OODB and ORDB. Relational Data Model: Concepts, Constraints. Relational Algebra: Basic Operations, Additional Operations. Relational Calculus: Tuple and Domain Relational Calculus. 

SECTION C
Database Design: Functional Dependency, Decomposition, Problems of Bad Database Design, Normalization, Multivalued Dependency, Join Dependency and Higher Normal Forms, Database Design Process. 

Database Protection: Integrity, Database Concurrency: Problems of Concurrent Databases, Methods of handling Concurrency, Locking, time Stamping, Data Recovery. 

SECTION D
Distributed Databases: Concepts, Structure, Tradeoffs in Distributed Databases, 

Methods of Data Distribution: Fragmentation, Replication

Overview of Deductive Databases, Data Warehousing and OLAP, and Data Mining, Multimedia Databases, Temporal Database, Spatial Database, Mobile Databases, Client/Server Architecture.

TEXT : 

1.
Elmasry, Navathe, “Fundamentals of Database System”, Pearson Education.

2.
Thomas Connolly, Carolyn Begg, "Database Systems", Pearson Education.

REFERENCES: 
1. V.K.Jain, “Database Management Systems”, Wiley.

2. R. Ramakrishanan, J. Gehrke, “Database Management Systems”, McGraw Hill.

3. Henry F. Korth, A Silberschhatz, “Database Concepts," Tata McGraw Hill.

4. C.J. Date ," An Introduction to Database Systems”, Pearson Education.

5. M. T. Ozsu, P Valduriez, “Principles of Distributed Database Systems”, Pearson Education.

6. Naveen Parkash, “Introduction to Database Management”, Tata McGraw Hill.

7. Bobrowski, “Client Server Architecture and Introduction to Oracle 7”.

8. Jeffrey D. Ullman," Principles of Database Systems," 2nd Edition, Galgotia Pub. Pvt. Ltd. 

9. Andey Oppel,”Relational Databases – Principles and Fundamentals”, Wiley

ICT-615: 
DATA STRUCTURES & ALGORITHMS 
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setter

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates
1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non-programmable scientific calculator is allowed.

SECTION A
Data Structure: Introduction to data structure and algorithm. 

Algorithm analysis: Time space trade off algorithms and Big O notation, efficiency of algorithms, Worst case and average case analysis. 

Arrays: Introduction, one dimensional and multidimensional arrays, memory representation of arrays, operations on arrays, sparse arrays and sparse matrices and their implementation, Advantages and limitation of arrays.

Stacks: Introduction; Operation on stacks; Implementation of stacks.
Application of stacks: matching parenthesis, evaluation of arithmetic expressions, conversion from infix to postfix, recursion.

Queues: introduction, operation on queues, circular queue, memory representation of queues, priority queues, application of queues.

SECTION-B
Linked List: Introduction; operation on linked list, circular linked list, doubly linked list, header linked list, implementation of linked list, application of linked lists.

Trees: 
Introduction; Binary Tree; Threaded Binary Trees; Binary Search Tree; Balanced Trees; B-Trees, Heap.

SECTION-C
Graphs: Introduction 

Graph: Graph terminology. 

Memory Representation of Graphs: adjacency matrix representation of graphs, adjacency list or linked representation of graphs.

Operations performed on graphs: Breadth-first and Depth-first search, Dijkastra Shortest Path algorithm, Minimum Spanning Tree, Kruskal Algorithm. 

Application of graphs.

Hashing: Hashing techniques; Collision resolution; open addressing, chaining; Application of hashing. 

SECTION-D
Sorting: Selection Sort, Insertion Sort, Merge Sort, Bucket Sort, Radix Sort, Quick Sort and Heap Sort, External Sorting techniques. Lower bound for sorting, Decision Trees.

Algorithm Design Techniques: Divide and Conquer Algorithms, Greedy Algorithms, Dynamic Programming, Back Tracking Algorithms. 

TEXT : 
1. M. A. Weiss, "Data Structures and Algorithm Analysis in C++, Pearson Education, 2002. 

2. A. Tanenbaum, Y. Lanhgsam and A. J. Augenstein, "Data Structures Using C", Prentice Hall of India, 1990.

3.
Seymour Lipschultz, “Theory and Practice of Data Structures", McGraw-Hill, 1988.

4.
Robert Sedgewick, “Algorithms in C”, Pearson Education.

REFERENCE: 
1. S. Sahni, "Data Structures, Algorithms and Application in C++, McGraw-Hill, 1998.
2. Donald Knuth : Fundamental Algorithms. Vol-1

3. Donald Knuth : Sorting & Searching. Vol-3
ICT-616 SOFTWARE LAB-I

L T P C



0 0 6 6 

Maximum Marks: *



Maximum Time: 3 Hrs.

Minimum Pass Marks: 40%


Practical Sessions to be conducted: 45-55

The Laboratory assignments for this lab will include the assignments from the Papers 
ICT-611- (Object Oriented Programming Using C++) and ICT-615-(Data Structures & Algorithms).

*Maximum Marks for Continuous Assessment: 
60

Maximum Marks for University Examination: 
40

SYLLABUS

OUTLINES OF PAPERS AND TESTS

M. TECH (INFORMATION & COMMUNICATION TECHNOLOGY)
FIRST YEAR-SECOND SEMESTER EXAMINATIONS

YEAR 2012-13 & 2013-14
	CODE NO.
	TITLE OF PAPER
	CONTINUOUS ASSESSMENT
	UNIVERSITY EXAMINATION
	MAXIMUM MARKS
	TIME TOTAL ALLOWED

	ICT-621
	Computer Networks & Distributed Systems
	50
	50
	100
	3 Hrs.

	ICT-622
	Java Programming
	50
	50
	100
	3 Hrs

	ICT-623
	Network Security
	50
	50
	100
	3 Hrs.

	ICT-624
	Digital Image Processing 
	50
	50
	100
	3 Hrs.

	ICT-625 
	Software Lab-II

	60
	40
	100
	3 Hrs.

	
	Elective -I
	50
	50
	100
	3 Hrs.

	
	
	310
	290
	600
	


	
	Electives - I

	ICT-626 E1
	Data Mining 

	ICT-626 E2
	Parallel Computing 

	ICT-626 E3
	Communication Networks

	 ICT-626 E4
	Statistical Computing

	ICT-626 E5
	Soft Skills


Note : 
Depending upon the availability of the teachers, the electives will be offered to the students. The decision of the Head of the Department in this respect will be final. 

CONTINUOUS ASSESSMENT (THEORY PAPERS)

1. 
Two or three tests out of 

 60% of the marks allotted for Continuous Assessment

which minimum two will be 

considered for assessment. 

2. 
Seminars/Assignments/Quizes

30% of the marks allotted for Continuous Assessment. 

3. 
Attendance, class participation and

behaviour



10% of the marks allotted for Continuous Assessment. 

ICT-621 COMPUTER NETWORKS & DISTRIBUTED SYSTEMS 
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. Use of non programmable scientific calculator is allowed.

SECTION A
Introduction to Computer networks: reference models: OSI model, TCP/IP model, Comparison of TCP/IP and OSI models, Introduction to Novell netware, and ARPANET.

Introduction to Distributed Systems: Characteristics of distributed Systems, examples, resource sharing. systems models: architectural fundamentals. 

SECTION B
Networking and internetworking: Network types, principles, IP. Inter process communication: external data representation, client server communication, group communication.

Operating system support: operating system layers, protection, process and threads, O.S. architecture.

SECTION C
Distributed file systems: file service architecture, Sun network file system, Andrew file system.

Distributed shared memory: Design and implementation, sequential consistency and ivy, release consistency other models.

Security: techniques, cryptographic algos, digital signatures.

SECTION D
Wireless Communications: Wireless system design and components: Frequency reuse and planning, distance to reuse ratio, call handoff, hexagon grid, cellular system components. Cell base station: cell sites, COWs, wireless system towers: monopole, free standing, guyed, design options, tower loading, safety, leasing, maintenance. Wireless interconnection to the public switched telephone network: structure, types of inter connections. Cellular call processor: mobile telephone calls. roaming and intercarrier networking: roaming systems, international roaming, WIN.

TEXT: 
1. G. coulouris, J. Dollimore, T. kindberg,, “Distributed Systems: Concepts and Design” Pearsons Education Asia, 4th reprint 2002.

REFERENCE: 
1. 
Paul Bedell Tata “Wireless Crash Course” McGraw Hill, 2nd reprint 2002.

ICT-622 JAVA PROGRAMMING 
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 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
History and Evolution of Java, Data Types, Variables and Arrays, Operators, Control Statements, Introducing Classes, A Closer Look at Methods and Classes.

SECTION B
Inheritance: Basics, Using super, Creating Multilevel Hierarchy, Method Overriding, Dynamic Method Dispatch, Using Abstract Classes, Using final with inheritance, The object Class. Packages and Interfaces: Defining a package, Finding packages and CLASSPATH, Access Protection, Importing Packages, Defining an Interface, Implementing Interface, Nested Interface, Applying Interface, Variables in Interfaces, Exception Interface: Fundamentals, Exception Types, Uncaught Exceptions, Using try and catch, Multiple catch clauses, Nested try Statements, throw, throws, finally, Java's inbuilt Exceptions, Creating own Exception Subclasses, Chained Exceptions, Using Exceptions, Multithreaded Programme: The java Thread Model, The Main Thread, Creating a thread, Creating Multiple Threads, Using is Alive() and join (), Thread Priorities, Synchronization, Inter thread Communication, Suspending, Resuming, and Stopping Threads, Using Multithreading. 
SECTION C
I/O Basics: Streams, Byte Streams, Character Streams, The Predefined Streams, Reading Console Input, Writing Console Output, The Print Writer Class, Reading and writing files, Applet Fundamentals, The Transient and volatile Modifiers, Using Instance of, strict fp, Native Methods, using Assert, Static Import, Invoking Overloaded constructors Through this().
SECTION D
String Handling, Primitive Type Wrappers, Stack Trace Element, Java and Database: JDBC Basics, SQL Package in Java, Working with database, Creation of JDBC Statements, Networking in Java: Basics
TEXT : 

1.
Patrick Naughton and Herbert Schildt, “The Complete Reference Java 2”, Tata McGraw 
Hill, 1999.

REFERENCE : 

1.
Ken Arnold, James Gosling, David Holmes "Java Programming Language", Third Edition. Pearson Publications. 

2.
URL: http: //java.sun.com/docs/books/tutorial/jdbc/basics/index.html 

ICT-623 NETWORK SECURITY 
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
Introduction: Attacks, Services and Mechanisms, Security attacks, security services, model for internetwork security.

Conventional Encryption: Conventional Encryption Model, Steganography.

Classical Encryption Techniques: Substitution Techniques, Transposition Techniques.

SECTION B
Modern Encryption Techniques: Simplified Data Encryption Standard, Block Cipher Principles, the Data Encryption Standard, Strength of DES.

Encryption Algorithms: Triple DES, International Data Encryption Algorithm, Blowfish.

SECTION C
Confidentiality using Conventional Encryption: Placement of Encryption Function, Traffic Confidentiality, Key distribution, Random Number Generation.

Public- Key Cryptography: Principles of Public- Key Cryptosystems, RSA algorithm, Key Management, Diffie-Hellman Key Exchange, Elliptic Curve Cryptography.

SECTION D
Message Authentication and Hash Functions: Authentication Requirements, Authentication Functions, Message Authentication Codes, Hash Functions, Security of hash Functions and MACs.

Digital Signatures, Authentication Protocols, SHA-1, RC-4, RC-5.
TEXT : 

1.
William Stallings, "Cryptography and Network Security: Principles and Practice", 2nd Edition, Pearson Education, First Indian Edition 2000

REFERENCE: 
1. A.S. Tanenbaum, "Computer Networks" 4th edition, Pearson Education, 2003.

2. C. Kaufman, R. Perlman, M. Speciner, "Network Security", 2nd Edition, Pearson Education, Fifth Indian Reprint, 2005. 

ICT-624 DIGITAL IMAGE PROCESSING 
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire  section E.

2. Use of non programmable scientific calculator is allowed.

SECTION A

Digital Image Processing: Definition, Examples of Fields that use Digital Image Processing, Fundamental Steps in Digital Image Processing, Components of an Image Processing System.

Digital Image Fundamentals: Image Sensing, and Acquisition, Image Sampling and Quantization, Basic Relationship between Pixels, Distance Measures, Linear and Non-linear Operations.

Image Enhancement in Spatial Domain: Basic Gray Level Transformations, Histogram Processing, Enhancements using Arithmetic/Logic Operations, Basics of Spatial Filtering, Smoothing, Spatial Filters, Sharpening Spatial Filters, Combining Spatial Enhancement Methods.

SECTION B

Fourier Series, Impulses and their sifting Property, Discrete Fourier Transform (DFT) of one variable and Its Inverse, 2-D Discrete Fourier Transform and Its inverse, Properties of 2-D DFT, Image Smoothing using Frequency Domain Filters, Image Sharpening Using Frequency Domain Filters, Laplacian in Frequency Domain, Homomorphic Filtering, Bandreject and Bandpass Filters, Notch Filters, The Fast Fourier Transform in 1-D 

Image Restoration : Noise Models, Restoration in the Presence of Noise Only-Spatial Filtering, Periodic Noise Reduction by Frequency Domain Filtering, Linear, Position-Invariant  Degradations, Estimating the Degradation Function, Inverse Filtering, Minimum Mean Square Error (Wiener) Filtering,  Constrained Least Squares Filtering, Geometric Mean Filter, Geometric Transformations.

SECTION C

Colour Image Processing: Colour Models, Pseudocolour Image Processing, Basics of Full Colour Image Processing. Colour Transformations, Smoothing and Sharpening. Colour Segmentation. 

Wavelets and Multi Resolution Processing:  Image pyramids, subband coding, The Haar Transform, series expansion, scaling functions, wavelet functions, wavelet transform in 1-D, Inverse Discrete wavelet Transform in 1-D, Fast wavelet Transform in 1-D, Discrete wavelet Transform in 2-D, wavelet Packets
SECTION D

Image Compression: Image Compression Models, Huffman coding, Golomb Coding, Arithmetic coding, LZW coding, Run Length coding, Bit-Plane coding, Block Transform coding, wavelet coding.

Point Detection, Line Detection and Edge Detection, Edge Linking and Boundary Detection
Text Book:

1.
R. C. Gonzalez, R. E. Woods, “Digital Image Processing”, Pearson Education-2002

References:

1.
A. K. Jain, “Fundamentals of Digital Image Processing”, PHI, 2002
 ICT-625 SOFTWARE LAB-II 

L T P C



0 0 6 6 

Maximum Marks: *



Maximum Time: 3 Hrs.

Minimum Pass Marks: 40%


Practical Sessions to be conducted: 45-55

The Laboratory assignments for this lab will include the assignments mainly from the Papers ICT-622 (Java Programming) and ICT-624 (Digital Image Processing)
*Maximum Marks for Continuous Assessment: 
 60

Maximum Marks for University Examination: 
 40

ICT-626 E1  DATA MINING 
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 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setter

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all. 

B) Instructions for candidates
1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non-programmable scientific calculator is allowed.

SECTION A 
Data Mining Introduction: What Motivated Data Mining?, Why Is It Important? , What Is Data Mining?, Data Mining--On What Kind of Data?, Data Mining Functionalities-What Kinds of Patterns Can Be Mined?, Are All of the Patterns Interesting? Classification of Data Mining Systems, Data Mining Task Primitives, Integration of a Data Mining System with a Database or Data Warehouse System, Major Issues in Data Mining.

Data Preprocessing: Why Preprocess the Data?, Descriptive Data Summarization, Data Cleaning, Data Integration and Transformation, Data Reduction, Data Discretization and Concept Hierarchy Generation.

SECTION B
Data Warehouse and OLAP Technology: What Is a Data Warehouse?, A Multidimensional Data Model, Data Warehouse Architecture, Data Warehouse Implementation, From Data Warehousing to Data Mining. Mining Frequent Patterns, Associations, and Correlations: Basic Concepts and a Road Map, Efficient and Scalable Frequent Item set Mining Methods, Mining Various Kinds of Association Rules, From Association Mining to Correlation Analysis, Constraint-Based Association Mining. Classification and Prediction: What Is Classification? What Is Prediction?, Issues Regarding Classification and Prediction, Classification by Decision Tree Induction, Bayesian Classification, Rule-Based Classification, Classification by Back propagation, Support Vector Machines, Associative Classification: Classification by Association Rule Analysis, Lazy Learners (or Learning from Your Neighbors), Other Classification Methods, Prediction, Accuracy and Error Measures, Evaluating the Accuracy of a Classifier or Predictor, Ensemble Methods—Increasing the Accuracy, Model Selection.
 
SECTION C
Cluster Analysis: What Is Cluster Analysis? , Types of Data in Cluster Analysis, A Categorization of Major Clustering Methods, Partitioning Methods, Hierarchical Methods, Density-Based Methods, Grid-Based Methods, Model-Based Clustering Methods, Clustering High-Dimensional Data, Constraint-Based Cluster Analysis, Outlier Analysis

Mining Stream, Time-Series, and Sequence Data: Mining Data Streams, Mining Time-Series Data, Mining Sequence Patterns in Transactional Databases, Mining Sequence Patterns in Biological Data. 


SECTION D

Graph Mining, Social Network Analysis, and Multi-Relational Data Mining: Graph Mining, Social Network Analysis, Multi-Relational Data Mining.

Mining Object, Spatial, Multimedia, Text, and Web Data: Multidimensional Analysis and Descriptive Mining of Complex Data Objects, Spatial Data Mining, Multimedia Data Mining, Text Mining, Mining the World Wide Web

Applications and Trends in Data Mining: Data Mining Applications, Data Mining System Products and Research Prototypes, Additional Themes on Data Mining, Social Impacts of Data Mining, Trends in Data Mining.

TEXT :  
1. 
J. Han and M. Kamber, “Data Mining: Concepts and Techniques”, Morgan Kaufmann/Elsevier India, 2006.
REFERENCES: 

1.
D. Hand, H. Mannila, and P. Smyth, “Principles of Data Mining", MIT Press, 2001.

2.
Pang-Ning-Tan, Michael Steinbach and Vipan Kumar, "Introduction to Data Mining", Addison  Wesley, 2005. 

ICT-626 E2 PARALLEL COMPUTING (Elective)
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 4 1 0 5

Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
Parallel Computers: Computational speed, Computer Structures, Types of parallel computers, shared and distributed memory machines and models, networked computers as a multi complier platform, symmetric multiprocessing. Discussion of threads and multiprocessing, Synchronization and election, fundamental notions of performance in parallel systems. 
SECTION B
Message passing Computing: Basics of message passing, programming, using workstation clusters, evaluation parallel programs, debugging and evaluating parallel programs. Pipeline technique: Computing platforms for pipelined applications, pipelined program examples; synchronization computations; synchronization, synchronized computations, examples. 
SECTION C
Performance: Load Balancing, dynamic centralized, decentralized, load balancing using a line structure, distributed termination detection algorithms, examples.
SECTION D
Programming: Shared memory microprocessors, contracts for specifying parallelism, sharing data, examples. Algorithms and applications: sorting algorithms, numerical algorithms: Matrix addition, multiplication, Matrix vector multiplication, implementation.
Text Books: 

1.
Barrey Wilkinson, Michael Allen "Parallel Programming" Pearson Education."

2.
MJ Quinn, "Parallel Computing: theory and practice", -1994- McGraw-Hill

References

1.
Hwang & Briggs F.A., "Computer Architecture and Parallel Processing."

2.
Peter Pacheco, Parallel Programming with MPI", Morgan Kaufman, Publisher.

3.
William Gropp, et al, Using MPI - 2nd Edition: Portable Parallel Programming with the Message Passing Interface (Scientific and Engineering computation), MIT Press; 2nd edition (November 26, 1999).

4.
Leighton, An Introduction to Parallel Algorithms and Architectures; Arrays, Trees, 
Hypercubes, Morgan Kaufmann (1991).

ICT-626 E3 COMMUNICATION NETWORKS (Elective)
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
History of Communication Networks: Telephone Networks, Computer networks, Cable Television Networks.

Network Principles: Digitization, Economies of Scale, Network Externalities, Service Integration.

Future Networks: The Internet, Pure ATM Network, Video Dial Tone.

Network Applications, Connection-Oriented and Connectionless Network Services, High performance Networks, Network elements, Service Characteristics, Multiplexing, switching, Error Control, Flow Control, Resource Allocation, Layered Architecture, Open Data Network Model.

SECTION B
Packet-Switched Networks: OSI Reference Model, Ethernet, Token Ring, FDDI, DQDB, Frame Relays, SMDS, Internet Protocol.

Circuit-Switched Networks: Performance of Circuit-Switched Networks, SONET, Fiber to Home, ISDN, Intelligent Networks, Video Dial Tone.

SECTION C
Asynchronous Transfer Mode: Features of ATM, ATM Header Structure, ATM Adaptation Layer, Management and Control, BISDN, Internetworking with ATM.

Control of Networks: Objectives and Methods of Control, Circuit-Switched Networks, Datagram Networks, ATM Networks.

SECTION D
Mathematical Background of Networks: Markov Chains, Circuit-Switched Networks, Datagram Networks, ATM Networks.

Economics: Network Charges, A Billing System for Internet Connections, Internet Traffic measurements, Pricing a Single Resource, Pricing for ATM Services.

TEXT : 
1.
J. Walrand, P. Varaiya, Morgan Kaufmann "High-Performance Communication Networks", Publishers, 1996.

REFERENCES: 


1. A. Shanmugam, S. Rajeev "Computer Communication Networks", First Edition, 2001.

2. Alberto, Leon-Garcia and Indra Widjaja "Communication Networks" McGraw-Hill, 2003.

ICT-626 E4
 STATISTICAL COMPUTING  (Elective)
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

SECTION A
Statistical Analysis of Data: Measures of central tendency and variation. Mean, Median, Mode, Range, Mean Deviation and Standard Deviation and their properties. Skewness and Kurtosis: Karl Pearson's and Bowley's coefficient of skewness, Karl Pearson's Beta and Gamma coefficients of Skewness and Kurtosis based on moments. 

SECTION B
Analaysis of Bivariate Data: Correlation and linear Regression involving two variables, their properties and interrelations. Probability: classical and axiomatic definitions of probability; simple properties of probability function. Addition and Multiplication theorems of probability; Independence of events; Bayes' theorem. 

SECTION C
Random Variable & Probability Distribution of a random variable: Definitions, discrete and continuous random variables; Moment of a random variable. Binomial, Poisson, Hyper geometric, Negative Binomial, Uniform and Normal Distributions. 

SECTION D
Tests of Hypotheses: Basic ideas of testing of hypotheses; tests of significance based on normal, chisquare T and F-distributions. 

TEXT : 

1. Goon, A. M, Gupta, M. K & Dasgupta, B, "Fundamentals of Statistics" Vol I, World Press, Calcutta. 

2. Gupta, S. C "Fundamentals of Statistics", Himalaya Publishing House. 

REFERENCES: 
1. Meyer, P. L, "Introductory Probability & Statistical Applications", Oxford & IBH Publishing Company, New Delhi. 

2. Hogg, R. V. & Craig, I. T, "Introduction to Mathematical Statistics", MacMillan. 

ICT-626 E5
 SOFT   SKILLS  (Elective)
L T P C
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Maximum Marks: 50





Maximum Time: 3 Hrs. 

Minimum Pass Marks: 40%




Lectures to be delivered: 55-60 

A) Instructions for paper-setters

The question paper will consist of five sections A, B, C, D and E. Sections A, B, C and D will have two questions from the respective sections of the syllabus and will carry 20% marks each. Section E will have 5-10 short answer type questions which will cover the entire syllabus uniformly and will carry 20% marks in all.

B) Instructions for candidates

1. 
Candidates are required to attempt one question each from sections A, B, C and D of the question paper and the entire section E.

2. 
Use of non programmable scientific calculator is allowed.

C) Instructions for Instructors 

The Internal assessment will be 100% based on practicals. No theory examination will be conducted for internal assessment.

Section A

The Art of Communication:  Definition of communication, Features of communication, Effective communication techniques , Types of Communication, one way and two way communication, Problems of one way communication, Process of communication, Essentials of Good Communication and effective communication, Level of Communication – inter and intra, group to person, group to group. 

Interpersonal Communication Skills – Johari Window Test, Direction for marking and drawing for Johari Window test. 

Methods of oral, written and non-verbal communication.

Body Language: positive Body language symbols, Negative body language symbols, Examples of body language in use, How to use body language at work, Horizons- tone, frequency, rate, volume, depth, barrier and filters to communication, Overcoming barriers.

Use of Audio Visual Aids for effective communication.

Murphy’s Laws of Communication, Non-Verbal Behavior interpretation.

Section B

The Hidden data of communication: Emotional Intelligence and EQ, Dealing with Feeling, Skills for dealing with feelings, Assertiveness, Need of being Assertive, Developing Assertive Skills, Techniques for being assertive, Self Confidence, Strategies for developing Self Confidence.

Discussions, Decisions and Presentations, Need of Groups, Time wasters, Advantages and Disadvantages of Group Discussions, Informal GD, Handling Group Dynamics, Strategies for the GD, Blunders in GD, Roles in Structured Group Discussion, Personality traits assessed by an unstructured group discussions, Phases in Group discussions, Summarizing Group Discussion, Strategies for improving Group Discussions.

Techniques of Group Decisions, Making meeting more effective and productive, Presentations – initial Planning, Preparation, Outlining, Practice, Last Minute tasks, The Presentation, Question time. 

Section C

Team Work: What is a Team, Stages of Team Formation, Basic Characteristics of an Effective team, Trust and communications – building blocks of an effective team, Team Player styles. Goal Setting – Definition of goals, nee of setting goals, Relating Future to the past, Finding your passion, Setting Goals- when and how, Rules for goal setting, Reality checks for your goals. 

Leadership: Defining Leadership, Creative skills, Communication skills, Motivation skills, Team working Skills, Leadership Style.

Section D

Active Listening: Importance of Listening, Barriers of Effective listening, Listening for information, guidelines for improving Good Listening. 

Resume- writing good resume.  

Personal Interviews - important tips, general guidelines, Creativity – The problem with the problem solving mindset, removing the problem solving obstacles, Various Tools: The outrageous Opposites, The Morphological Matrix Tool, The Free Association Tool, The intelligent Unconscious Tool, The incubation Tool, Guidelines for boosting creativity.

Practicals:

1. Exercise on Barriers and Filters.

2. Exercise on Active Listening

3. Active Listening Quiz

4. Assertiveness Quiz

5. Exercise on Assertive Response

6. Quiz on Self Confidence 

7. Group Decision Making Exercise

8. Exercise on Goal Setting

9. Exercise on Group Discussion

10. Presentation on Technical Report using Audio-Visual Aids

11. Telephonic Conversation – Conveying and Receiving

12. Mock Interviews for a job/ Employment

13. Mock “On Campus Placement” Schedule

14. Extempore Speech

15. Listening to comprehension from media talk in English

16. Oral Presentation with stress on proper body language, voice modulation.

References : 

1. Essentials of Effective Communication, Ludlow and Panthon; Prentice Hall of India.

2. Spoken English by V Sasikumar and PV Dhamija; Tata Mc Graw Hill

3. Developing Communication Skills by Krishna Mohan and Meera Banerji; MacMillan India Ltd., Delhi

4. Communication Skills by Ms. R. Datta Roy and K K Dhir, Vishal Publications, Jalandhar
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